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Abbreviation / Acronym Meaning

A&M Arts and Media
AA Advanced Access
AHCI Arts and Humanities Citation Index
ANN Artificial Neural Network
AOI Area of Interest
API Application Program Interface
BDA Born-Digital Archives
BMU Best Matching Unit
BOSS Baryon Oscillation Spectroscopic Survey
DL Description Logics
DNA Deoxyribonucleic Acid
DO Digital Object
Dow Description of Work
DVA DigitatVideo Artworks
CDS Compositional Distributional Semantics
CM Classical Mechanics
DEM Digital Ecosystem Model
DL Description Logics
DP Digital Preservation
DQC Dynamic Quantum Clustering
EEG Electroencephalogram
EM Electromagnetism
EP External Potential
ES EvolvingSemantics
ESOM Emergent SelOrganizing Maps
GloVve Global Vector for Word Representation
GTR General Theory of Relativity
GVSM Generalized Vector Spaces Model
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MEDLINE
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ML
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OAIS
ODP
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ORSD
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PCA
PSI
QA
QC
QFT
QL
QM
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Hierarchical Cluster Analysis

Interaction Potential

Information Retrieval

General International Standard Archival Description
Journal Citation Reports

JavaScript Object Notation

Kinetic Energy

Library and Information Studies

Linked Open Data

Linked Resource Model

Latent Semantié\nalysis

Long ShorTerm Memory

Long Term Digital Preservation

Medical Literature Analysis and Retrieval System Online
Medical Subject Headings of the National Library of Medicine
Machine Learning

A software toofor non-commuting polynomial optimization problem
by semidefinite programming

Open Archival Information System

Ontology Design Pattern

Oregon Health Sciences University Medical Test Collection
Ontology Requirements Specificatibmcument
Operating System

Web Ontology Language

Principal Component Analysis
Predicatiorbased Semantic Indexing

Quiality Assurance

Quantum Clustering

Quantum Field Theory

Quantumlike(ness)

Quantum Mechanics
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QML
QT
RBF
RDF
SBA
SERP
SDP
SDSS
Somoclu
SOM
SOS
SPARQL
SPIN
SSCI
SVD
SVM
SWRL
TC
tfidf
VSA
VSM
WoS
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Quantum Machine Learning

Quantum Theory

Radial Basis Function

Resource Description Framework
SoftwareBased Artworks

Search Engine Results Page
Semidefinite Programming

Sloan Digital Sky Survey
SelfOrganizingMlaps Over a Cluster
SeltOrganizing Map

Sumof-squares (decomposition)
SPARQL Protocol and RDF Query Language
SPARQL Inferencing Notation

Social Sciences Citation Index

Singular Value Decomposition

Support VectoMachines

Semantic Web Rule Language

Text Categorization

Term frequency x inverse document frequency (formula)
Vector Symbolic Architectures

Vector Space Information Retrieval Model

Web of Science
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The current deliverable summarises the work conducted within task T4.5 of WP4, presenting our
proposed approaches for contextualised content interpretation, aimed at gaining insightful
contextualised views on content semantics. This is achieved through thatiadaf appropriate
contextaware semantic models developed within the project, and via enriching the semantic
descriptions with background knowledge, deriving thus higher level contextualised content
interpretations that are closer to human perceptiondaappraisal needs.

More specifically, the main contributions of the deliverable are the following:

1 A theoretical framework using physics as a metaphor to develop different models of evolving
semantic content.

1 A set of proofof-concept models for semanticrifts due to field dynamics, introducing two
methods to identify quanturdike (QL) patterns in evolving information searching behaviour, and
a QL model akin to particlave duality for semantic content classification.

1 Integration of two specific tools, Swclu for drift detection and Ncpol2spda for entanglement
detection.

T 'y GSYSNHSGAO¢ KeLRiKSara | O02dzyGAy3 F2N 02y G S

1 A proposed semantic interpretation framework, integrating (a) an ontological infereaseme
based on Description Logics (DL), (b) a-balged reasoning layer built on SPARQL Inference
Notation (SPIN), (c) an uncertainty management framework based omomotonic logics.

1 A novel scheme for contextualized reasoning on semantic, tdf$edon LRM dependencies and
h2 [ Qa LldzyyAy3d YSOKIYAAY

1 An implementation of SPIN rules for policy and ecosystem change management, with the
adoption of LRM preconditions and impacts. Specific use case scenarios demonstrate the context
under development and thefficiency of the approach.

1 Respective opesource implementations and experimental results that validate all the above.

All these contributions are tightly interlinked with the other PERICLES work packages: WP2 supplies
the use cases and sample datasetsvalidating our proposed approaches, WP3 provides the models
(LRM and Digital Ecosystem models) that form the basis for our semantic representdtemrgent

and context WP5 provides the practical application of the technologies developed to pre&ervat
processes, while the tools and algorithms presented in this deliverable canep®yed in
combination with test scenarios, which will be part of the WP6 test beds.

6 tOwL/[9{ /2y&2NIlAdzy
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According to [Schlieder, 2010], Long Term Digital Preservation (LTDP) should be concerned with three
kinds of changes, all influencing the future accessibility of preserved contmiinology drifts
semantic driftsand social value shifts; including atitudes, preferences eta; with an impact on
interpretation and reasoning. Because the question is ihbut whena next technology will affect

LTDP [Wang & Gai, 2014], under pressure from the inevitable we address the latter two drift types in
this deliverable.

Examples for already happening drastic technology changes include e.g. the use of DNA for very long
term digital preservation (according to Grass et al., in the range of 2000 years [Grass et al., 2015];
combined with nanostructured glass storader 13.8 billion years [Kazansky et al., 2016]). Parallel
efforts have paved the way for this breakthrough lately [Church et al., 2012; Goldman et al., 2013;
Bornholt et al., 2016]. The second example is contemporary Gootile frame themselves as an
artificial intelligence (Al) company instead of an information retrieval (IR) oneammdo combine

deep learning with symbolic approaches to reasoning.

Because Digital Preservation (DP) does not exist in a vacuum, such pace of progress necessitates that:

1. Welook into advanced methods to describe and represent evolving semantics (ES); and
2. Indicate novel opportunities how its nature invites new approaches to argumentation.

In this context, and summarising the work of task T4.5, this deliverable presents oposed
approaches foaddressing contexaware content interpretation

2.1. What to expect from this Document

In this deliverable, we shall investigate the view that, whereas LTDP is facing the problem of an
unknown deadling convergence between increasingbgalable content and growing DP needs
necessitates new and adequate computational solutions. As LTDP has to handle increasing amounts
of data/knowledge, enabling computationally efficient and advanced access to it will be one of the
key issues in the fute.

1 As a corollary, we assume that wherever multivariate statistics is involved in creating semantic
spacesdistributional semanticsthat is, the theory that the meaning of the words derives from
their distributional patterns, will remain a crucial ingredient for experimentation, products and
services. On the other hand, ontoleggsed solutions will continue to rely dogical semarits
We expect research to come up with converging approaches between these two tracks.

T¢2 Y2RSt GKS ReylYAOa 2F S@2tgAay3da 02yiSydas Ay
SYySNHe&¢ (2 KStLI adladAaadArolrt Y2RStie firstdghmatRiey 3 @ ¢ F
concept of dynamics is coupled with the notion of energy in physics, so it makes sense to test
imported methodology as an interdisciplinary research direction to study the behaviour of
content over time. Secondly, information anchdwledge are stored in structures, being
constantly reconfigured as a result of intellectual progress, where this progress is a function of
work investment. Conveniently, the energy metaphor includes the concept of workeaeing
room for new, improvednodels of evolving semantic content.

! As thelBM Research Labs in Israeli | (T&day's sagiety is facing the Digital Dark Age: as the world becomes digital, the
world's data is in increasing danger of being |oti(TDP is particularly challenging whaeserving large amounts of
heterogeneous data for very long periods of time of tens or even hundreds afyeas{ 2 dzNDOS Y
http://research.ibm.com/haifa/projects/storage/ltdp/index.shtrhl

6 tOwL/[9{ /2y&2NIlAdzy



DELIVERABUE pe riCIGS

CONTEXAWARE CONTENT INTRERFATION FP7 Digital Preservation

In the overlapwhere information representation meets scalable new computational methoctsyea
research is going on to identify the kind of semantics fitting formalism of quantum mechanics
[Bruza & Busemeyer, 201 Heunen et al., 2013 and also actual physical systems in quantum
computing or quantum information theoryZpng & Coecke, 2016The so far most successful
contender,compositional distributional semanticscombineslogical and distributional semantics

and addresses both word and sentence meanigo,context-dependence is a hallmark feature of
quantum physics, and quantum theory offers an extensive mathematics toolbox to deal with the
phenomenon: we believe that it was inevitable to bridge the disciplines and address contextuality
through methods thatwere otherwise entirely absent from DPROn the other hand, the
representation of content and context semantics via ontological structures in PERICLES, aliows us
Chapter 50 deploypowerful semantic inference and reasoning techniqugdcGuinness Da Silva,
2004].These include both first order monotonic and nonmonotonic logics, which can be applied in a
range of scenarigdike e.g. (a) deriving implicit knowledge from explicitly asserted information, (b)
allowing different interpretations of cdent based on contextual information, and (c) assisting
preservation experts in determining BElated risks and respective mitigation actions.

Our effort is significant for LTDP because of #mrgn advanced access to preservables, but also in
the broadersense to research into e.g. Linked Open Data on the web, the Semantic Web, knowledge
representation and knowledge management.

Finally, this document alsexplores how all of these investigations relate to the other relevant
research activitieswithin PERTLES and provides respectiopen-source implementations and
experimental resultghat validate all the above.

2.2. Relation to other Work Packages

Similarly to the rest of the WP4 deliverables, the research results and recommendations in this
deliverable areightly interlinked to the following areas of RTD in other work packages:

1 The underlying models for semantically representing content, context and semantic change are
heavily based on the domain ontologies developed witMR2 Additionally, the worlkconducted
within WP4 also feeds into the domain ontologies, revealing additional constructs and
representations to be adopted by the latter.

1 A significant portion of the proposed methodologies has been deployed on datasets provided by
the WP2end-users ofthe project.

1 Furthermore, our investigations also feed intdP3(LRM and Digital Ecosystem Model) alé5
(QA, policies and appraisal). Our work reported here connects with D5.3 with respect to quality
assurance for semantics and user communit@stotypes for supporting change in technology,
semantics and user communities, and semantic drift related risk assessment and appraisal. WP3,
on the other hand, is meant both as a point of departure for semantic reasoning and as a point of
feedback for ewlving ontologies, showing that we are well anchored there.

1 Finally, there is a strong linkage with the software tools and testbeds WdR6 ¢ more
information on howthe tools developed for our tasks connect W8P6 can be found isection
OPHDp GSPR2BHNAYSIYODPANRYYSyilia YR O2yi(iSyiGé Ay 5cd

2.3. Relation to other WP4 Tasks

Besides the interconnections with other WPs, the work presented here is also linked to the other
WP4 tasks as well. More specifically

1 The interpretation and reasoning activities .5 dContextualised content interpretatiéon | NB
based onthe models and the evolving semantics representations describéldtisiéModelling
Contextualised Semantics

6 tOwL/[9{ /2y&2NIlAdzy
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Snce work inT4.5also affects the models from4.4 the latter also have an impacin T4.3

6Semantic content and usmntextanalyss > f 221 Ay 3 |G GSEG FyR AYLIF3S
from a contextdependent perspective

T4.1(PET) and4.2(PET2LRM) feed into the T4.4 models for semantically representing context

and usecontext.

2.4. Documaent Structure

The structure of the rest of this document is as follows:

il

6

/| KFLXISNI o &/ 2y (dSEldZ t raddResses/tvd ey Bugdis sét f6rVEPHInIME G | G A |
522 5 Extdd semantic descriptions about salient concepts and discover, themadysis of

use context information, contextual usabased contentinks =  EyirRh cancepbased

semantic descriptions with background knowledge and derive higher level contextualized content
interpretations through their integratich Bor the first airget, we present a theoretical framework

adapted partly from classical mechanics, partly from quantum theory. In this framework,
characteristic features of digital objects (such as words used as index terms) possess work content
also known agnergyinherent in forces in physics, but due to social influences contextual usage
determines the actual values of system behaviour. Based on this framework, we are making a big
a0SL) 261 NRa Y2RStfAy3a (GKS ReylYAOa mFteaSY!l yi
second target, the chapter introduces the applicability of semantic reasoning irel&ted

workflows and paves the way for the proposed reasoning framework presented in a later chapter.

/ K LJi SNJ n-Like Anklysjs fod28ontextual Content Interprefat? Bection 4.loffers a

brief overview of stateof-the-art quantuminspired methods for text processintpllowed by a

definition of quantum likeness, contrasted by three research questions to decide if QL can be
observed in our datasets. Nextye presem an investigation into the quantudike nature of

semantic content related user behaviour by two case studiéss is followed by the description

and implementation of a quanturike model akin to partickevave duality for semantic content
classification, finally demonstrating the integration of two specific tools, Somoclu for drift
detection and Ncpol2spda for entanglement detection. It also spans the intellectual space from
contextdependence of semantic content to contextuality (Roommuativity) and
entanglement, two QL symptoms showing up in information seeking behaviour, and arrives at a
ISYySNItAT SR aSYSNHSGAO¢é KeLRiIKSaAa dzyRSNI eAy3
time.

I KIELIWGSNI p a{SYIFIyiAa0O wSlI 2y iy INIBRE dingaganbibel dzl t  /
of research on contextualized content interpretation based on logical semantics and involving the

use of semantic reasoning techniques. After a brief introduction to the background notions, the
chapter presents thgroposed PERICLES semantic interpretation framework that capitalizes on

our adopted representations for contextualized content semantics. Three areas of contribution

are presented: (a) ontological inference, namely, deriving implicit knowledge from eddextts

with the use of a reasoning engine; (b) Hilased reasoning, which is a more advanced reasoning
approach that is based on rules; (c) contextualized reasoning on semantic drifts, which offers the
capability of determining the "volatile” and comtiing concepts in an ontology model. Finally, the
chapter also presents our proposed scheme for uncertainty management in contextualized
content representations.

/ KFLIISNI ¢ a/ 2y Of dz&Eohd@uged with so@edinazie®arks antldhnéaccount of
potentially interesting directions for future work, with regard to each of the key topics discussed

in the previous chapters.

tOwL/ [ 9{ / 2ya2NIAdzy
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One of the key ideas underlying PERICLES is the coefgabdent nature of interpreting seamtic
content, whichever its manifestations or levels of representation. This chapter presents an
introductory overview of our proposed schemes and motivation for representing contextualized
content semantics, under the scope of two core approaches braillined below, and sets the
scene for the following chapters providing definitions and explanations where necessary. According
to the underlying basic idea for both approaches, as contexts evolve, they keep on influencing
content behaviour, so that conté maps or rule sets underlying reasoning become also ephemeral
and contextdependent, although aging at very different rates. For reasons already mentioned
Section 2.1 and to be detailed belpwe believethat such contributions are crucial to DP imgeal

and to the future of LTDP in particular. The proposed approaches are tightly related to our work on
semantic change (T4.4), offering a vehicle for identifying and exploring new aspects of evolving
semantics to be used for the content mapping of atitens, and semantic inference over such
repositories.

3.1. Overview & Motivation

As already mentioned, this deliverable presents two parallel approaches for handling contextualized
content interpretations in PERICLES: in Chapter 4 we will rely on distridusenzantics for
scalability and reliable statistics underlying the results, and in Chapter 5 on logical semantics for
semantic reasoning. Logical semantics was introduced in WP3, whereas distributional semantics in
WP4. For their interplay being explored stateof-the-art research see Section 4.1 below.
Distributional semantics depends on the immediate local context of features such as index terms on
the one hand, and on their global proportions expressing topicality on the other hand, expressed by
weightng schemes. Logical semantics, based on representing truth conditions via formal languages,
integrate context information into the set of conditions, converting it into an integral part of the
overall representation and, thus, allowing context to play rac@l part in semantic inference
processes.

In this work we consider the Semantic Wethich is based on Descriptional Logisgheunderlying

formal representation, as thalltimate processing environment, where both kinds of context
dependent semanticsontribute to content management and services as two complementary halves
of the same problem solving effort. Thereby the research presented in this deliverable converges e.g.
on tools like PROPheT [Mitzias et al., 2016] for ontology population and iestamizhment from
Linked Open Data (LOD), and testing vector field semantics on such instances.

As stressed in the DoW, the proposed interpretation infrastructure will allow us to gain insightful
contextualised views on content semantics, in order to deggntent interpretations at higheevels

of abstraction that are closer to human perception and appraisal needs. Additionally, given that
extremely long term DP is on the doorstep [Kazansky et al., 2016], quantum computing has just met
guantumrinspired &ntence processing [Zeng & Coecke, 2016], #rl expected quadratic to
exponentialspeedup it will bringis about to crossbreed with quantum machine learning [Wittek,
2014], it is fair to say that the modeling of contextualized content and user behawvéaals to adopt
suitable new metaphors to catch up with novel opportunities. This will be attempted in Chapter 4,
while Chapter 5 will look at the implications for semantic inference, keeping in mind that the two
approaches presented here converge as exified by the ontological take on semantic drifts
leading to contextualised semantic reasoning. Chapter 6 will sum up our considerations and outline
interesting new openings for research.

6 tOwL/[9{ /2y&2NIlAdzy



DELIVERABUES pe riCIGS

CONTEXAWARE CONTENT INTRERFATION FP7 Digital Preservation

3.2. Evolving Semantics & Physics as its Metaphor

To continue work inprogress introduced in D4.4, we repeat our point of departure there that
without advanced access to digital content, DP as an investment makes limited sense in any
incarnation. Then, as human civilizations are built by means of language, semantics irherent
natural and artificial languages ferment social progress so that both individuals and communities live
in shared semantic spaces in time. Our assumption is that such semantic spaces of topics constitute
larger superstructures, an evolving semantic emse not unlike the physical one studied by
astronomy and cosmologyig.3-1). LTDP has to address the complete and durable preservation of
suchsuper, hyper and ultrastructures, but their exploration is just beginning and is in the phase of
theory and tool development. This section will bring such considerations to the foreground.

. &
A

. NATIONAL

« LI GEOGRAPHIC

.

Fig.3-1. Just ike in the physical universe we experience embedded magnitudes of content that result in
structures from micreover macroscale to the ultimately largest ones, we can think of the semantic universe in
similar terms. To the right bottom: the Solar Systenbds NI 2 F GKS {dzy Q&8 y SAIKO 2 dzZNK 2 2
Way galaxy (in the middle at the bottom), one constituent of the Local Group (to the left). The Local Group is
one among many in the Local Supercluster (top right), itself again only one amongfheuan larger
structures.

In line with the encouragement for interdisciplinary approaches by several current EU RTD calls, our
results will show below that such a metaphor brings new insights. a start, an expanding
information universe as the objeaf study for LTPD can be described by semantics as a driving
GF2NDS¢E 2ytér 6KSNB (KS ReéeylYAOa 2F SELIYy&aA2Yy A
back to any such model by consecutive updates. In other wardsyther metaphor couples the

expelience of such an information universe with a statistically inspired methodology to model its

evolution.

To investigate theQL behavior of digital collections is part of the above strategy. By means of our
metaphor, a roadmap can be outlined with semantic content related user behavior in the crosshairs,
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GAGK YSEFYAy3a +Fa &adNHzGdzNI G§A2Yy O legiheldr krowlelige NI Of | 2
organization.As is often the case with novel approaches, our roadmap is not consistent yet, but by

the parsimonious integration of several theories over different disciplines holds benefits for the DP
community.

Given a system to modskemantic change, the first question is, shall the concept of interaction be
applied to explain its dynamics? If yes, with interaction, the concept of force must be called in, and
not just acting between any two items such as particles or wave packets)dmiforming structures,

and contributing to system state reconfiguration by energy. Namely with force, its work content also
known as energy is as much implied as its source called the potential.

With interaction assumed betweefeatures and objectssudr an impact can be measured. In
Chapter 4force will refer to actiorat-a-distance type fundamental forces. These come in two kinds,
gravity and electromagnetism (EM), i.e. we shall not consider weak and strong nuclear forces in our
metaphor. More on thenbelow.

Because to refer to the QL nature of digital contémplies quantum mechanics (QM) as a highly
successful model of how physics works, it must be mentioned here that over the past three decades,
attention has been paid to the realization that theathematics used to account for subatomic
particlewave behavior partly applies to the atomic realm and beyond too, including societies and
socially grounded phenomena such as finance, economics, cognition, decision theory and language
[Aerts et al., 2006Khrennikov, 2010; Mugef O K N OK (i § MBereas/mene anguage related
applications will be mentioned in Section 4.1, we stress that most of these efforts focus on theory
development and there is only a limited numberioivosightings/findings avaitde.

Exploring physics as a metaphor to study evolving semantics inherent in language change comes with
a paradox though. Apart from hunting for QL clues from early on, we have been vexed to find
Ll2aaArofsS &a2daNOS& ' yR SELX ligitthécauBeyQM is2s strict Sourdl Sy S NH
with the concept of electrons jumping between orbitals with specific energy levels underlying
chemical structuration. However, this ride has been neither easy nor controfreesyNamely our
first suspect was a dipolgpe of a force familiar from QM, such as EM or spbut as far as we are
aware of, semantic content with such a nature is not being addressed by the trade, i.e. the weighting
schemes capturing semantic content on the most elementary level record ecmarrates and
normalize these between 0 and 1, but not-th (The only example where negative correlations pop
up as a similarity measure is the Generalized Vector Spaces Model (GVSM) [Wong et .g|.Th885
importance of this is simple: with semansnilarity mapped betweerl and +1, one can model the
interplay of two forces, an attractive and a repulsive one, so thereby similarity could be conceived as
I GRALRESE LKSYy2YSy2y NBLINBaSyiSR o6& | OSNIFAY
standing for some balance between those force®ne formula that describes such a situation in
LIKeaAOa Aa [/ 2dzZ 2Y0Qa AYOSNES aljda NB fl g GKFEG RS
charged patrticles, in its scalar form:

0 TQFI‘I_H
wherek,A & / 2 dzf 2 Y ogfaand g ai yha signed inagnitudes of the charges, and the scalar
is the distance between those charges. The force of interaction between the charges is attractive if

2 For a current list of macroscale phenomena where QM is anticipated to be at work, see
http://www.bbc.com/earth/story/201607150rganismamight-be-quantummachines

% The utilization of the energy concept in ML goes back to the use of potentials. In thglesame are considering, there

are two kinds thereof, Coulomb potential vs. gravitational potential, so that decision making (classification, categprization
is minimum or maximum seeking by gradient descent or ascent on a hypersurface, constructedifisticstiescribing

the event space. Whereas gravitational force assumes energy from the mass of particles (i.e., documents) in a cluster,
Coulomb potential presupposes the dipolature of entities such as belonging to vs. not belonging to a class.
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the charges have opposite signs (Fes negative) andepulsive if likesigned (i.eFis positive) Fig.
3-2).

r
Pl = IFal= k =

Fig.3-2. The absolute value of the foréebetween two point chargeg andQrelates to the distance between
the point charges and to the simple product of their charges. The diagram shows that like charges repel each
other, and opposite charges attract each other.

With no such positiveegativevalue distribution to characterize term behavior toward one another,

68 RSTldA GSR 2y GKS GSalAay3 2F bSel2yQa dzyAdSNEL
y20KSNI AYOSNES aljdzr NE ¢ 2F I @S NiactiseonyA f I NI F2 N
force:

vy 3G
0 "0—

Here,Fis the force between the masseSjs the gravitational constani, is the first masan, is the
second mass, ands the distance between the centers of the masd&g.8-3).

i ‘Q
—

m,x m,

'F1=5=G r2

Fig.3-3. Diagram of two masses attracting each other.

As we will see below, the findings of this approach (in Experiment 3) aréntergsting, but this is

also where controversy creeps in. Namely in modern physics, QM and the General Theory of
Relativity (GTR) the latter building its world view on gravitatianare still contestants for a unified
theory of physical reality, with &rts such as Quantum Field Theory (QFT) trying to bridge the gap
between their conflicting concepts by turning to the Special Theory of Relativity. The fact that in
Experiments 22 we can offer evidence for the QL nature of the results repeats in a kese this

deep contradiction. With Experiment 4 possibly showing an overlap between this QL nature and
semantic drifts modelled on gravitation, the mystery deepens.

The GTR as part of our conceptual framework is not a must because QM would be imbalanced
without it, nor because we could exploit the relativistic equivalence between mass and energy. There
is nothing relativistic about language and langudgsed communication, including semantics. On
the other hand, there is apparently a link between sema(iercer) kernels as similarity measures,

6 tOwL/[9{ /2y&2NIlAdzy



DELIVERABUE pe riCIGS

CONTEXAWARE CONTENT INTRERFATION FP7 Digital Preservation

their capacity to create a separating hyperplane between classes of objects in Support Vector

al OKAySa o6{+*tal0 wzxlLYA1Z MppyT {OKIf{12LF 3 {OKY2]
Riemann metric tensordm GTR whose job is to describe the curvature of space according to the

mass bending it [Moschitti, 2010; Amari & Wu, 1999; Eklund, 2016; Williams et al., 2005].

This means that, being short on the functional equivalents of EM or spin in semantics, the
GPSNASGAOE alLSOG 2F v[ aevLiizya 2F RAIAGEE O2
0KS alYS GAYS GKS G@3aINIQGAGEFOGAZ2Y T € | LIIINRBFOK AYR
contextual dependency of the semantic drift on its isbembeddings. Very Ilkely we are observing
RAFFSNByY(G GelLlSa 2F az20Alf F2NOSa 4G 62Nl I APSD ¢
not the one underpinning our QL findings. This situation is conceptually framed by the idea of social
mechanics, a paradigm increasingly used to model social forces and important here to add contextual
dependence to our model of dynamic semantics.

We stress that it was not our aim to reconcile QM and GTR in a new conceptual frame, rather what

we had in foas has been the semantic drift and its dynamics. Therefore what we shall report as QL
results below are such because of some characteristic symptoms measured, not because of the

Y6 GdzZNE 2F GKS aF2NOSa¢ 2N Ay d S Niménied it Still,lit will 6 2 N )
add to their QL appeal that QM interpretations which claim to address both gravity and EM, including
particlewave duality, seem to be applicable to digital content (e.g. Bohmian mechanics and its
variants), but without the eergy levels typical of QM.

With the above as backgroundgvshall seek answers to three related research questions

Q1: Do any of the selected QM symptoms show up in digital collections potentially significant for
evolving semantics and digital preservattoDoes their presence justify the QL label?

Q2: Do any of the selected GTR/CM symptoms show up in digital collections potentially significant
for evolving semantics and digital preservation?

Q3: Is there an overlap between the QL and GTR/CM nature aéldigillections potentially
significant for evolving semantics and digital preservation?

A list of criteria typical for QM, will define QL with regard to % Chapter 4 in Section 4.Zhe
section plan for Chapter 4 where we answer the above is asmMellgVe begin with the definition of

QL and examples of QM and computational linguistics to model sentence meaning and semantic
reasoning. Then we report four experiments to prove our point, based on eye gaze test data,
citations and the Tate datasets byrBoclu [Wittek et al., 2013] and Ncpol2spda [Wittek, 2015] as
exploration tools:

Experiment 1 one aspect of QL, nhescommutativity, on eye gaze ( by Ncpol2spda);

Experiment 2 another aspect of QL, entanglement without nonlocality on citations (by
Ncpol2spda);

Experiment 3 continuing D4.4 (drifts), gravitation leading to external potential (EP) and "particle
wave duality" as another aspect of QL (by Somoclu)

Experiment 4 combining Experiments-2, entanglement without nonlocality over drifts (by
Somoclu and Ncpol2spda).

We shall offer evidence for the QL nature of digital content inasmuch as it does not behave
completely as described by QM because there is only partial overlap between semantic and QM
criteria. But neither does it fully comply witBM, because it uses a naonstant, relative mass

concept instead of specific, constant values to characterize semantic features. As a consequence of
GKAAZ 2yS OFyYy FdAYSyd RS {lFdzaadz2NBEQa O2yOSLIi 2F |
third component, its structuration capacity. This capacity will denote the energy a.k.a. work content
inherent in a semantic unit (such as an index term or a machine learning feature), representing
amounts of content investment for the reconfiguration of samic spaces during update.

Y
A (
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3.3. Semantic Reasoning for DP

5t Qa LINAYFNEB FTAY Aa G2 &aSOdz2NB f2y3 {SN¥thel O
O2yGSyidQa aA3ayATFAOFyYy (G OK ENgerCeiad, 2005H0wedeE, ratheddian y 2
plainly protecting and ensuring@rchiving and accessibility, DP also requaesstant enrichment of

the content with explicit and implicit semantic associatiorisom within the global data collections.
Moreover, DP workflows and activities depend upon agrtvital processes, such asmantic drift,

risk assessmentescision supporandquality assurance systems

On the other hand, the Semantic Web offers an arsenal of powerful mechanisms towards the
discovery, amplification and semantic interconnectionkobwledge. Semantic technologies have
also been noted as essential enablers for reasoning of actionable knowledge from multiple
heterogeneous information sources and disparate domains, and foster interoperability amongst a
variety of applications and syshs [Maarala et al., 2016]. In this direction, themanticreasoning
mechanisms excel at inferencing logical consequences from formally represented knowledge (mainly
ontologies) and successfully back the variety of DP prerequisite processes, as destrihed
previous paragraph. Therefore, we consider the Semantic Web as the ultimate knowledge repository
and reasoning arena to be used for the evolving DP processes.

Saa
0 2

3.4. Chapter Summary

We outlined the work conducted within task T4.5 of WP4, with proposed cgmbres for
contextualised content interpretation targeting insightful contextualised views on content semantics.
This is achieved through the adoption of appropriate congexare semantic models developed
within the project, and via enriching the semantdiescriptions with background knowledge, deriving

thus higher level contextualised content interpretations that are closer to human perception and
appraisal needs. All these contributions are tightly coupled with the other PERICLES work packages
for takeup and implementation. In the following chapters, first we present our findings about
evolving semantic content modelled by physical concepts, then about advanced semantic reasoning.
Both chapters rely on earlier work on the LRM and semantic drifts. Thisnaom of linked solutions

helps us to spell out future research directions as a sustainability effort.
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Quantum mechanics, quantum physics, and quantum theory are often used as synonyms, but there

are subtleties worth mentioning. In our reading, quantum mechanics is the most specific field that
focuses on nomelatvA a G A O LJ NI A Of S& RSaAONAROSR o6& (G(KS { OKN.
unitary. Quantum physics is broader and includes, for instance, quantum optics, where unitary
dynamics are approximated by linear and nonlinear optical systems. Quantum theorybis#uest

-- we view it as the mathematical framework without necessary references to any physical system.
Quantumilikeness borrows ideas and metaphors from quantum theory that fit a certain task. We

agree that our take on the relationship of these fields subjective and we do not argue its
correctness: we included this clarification to avoid misunderstandings

Our major target in this line of research has been the investigation of the QL natdigitaf objects

and the development of contexdependent, quanturrbased models for semantic content
classification. To this end, we shall depart from content dynamics typical of evolving semantics,
exemplified on semantic drifts, and model them on foradd$ with energy content, matching the
concept of lexical fields in linguistics with that of vector fields as used in physics. Above in Section
3.4, we have outlined our theoretical considerations for a framework for hypothesis testing.
Chapter 4, we lok into drift dynamics from a part classical (gravitational), part -classical
(Quantum Theornmspired) angle, focusing on the following:

1. A proofof-concept experiment uses classical mechanics (CM) and gravitation, to show how the
concept of termé Sy SNB&¢ Oty 68 LW ASR (2 AyRSEAy3 TSI
SELINBaasSa GKS GFANBRG |Y2y3 Sldz t 8¢ LINAYyOALX Sz
i.e. points out the most important features and documents among similar ones;

2. Anaher proof-of-concept experiment identifies two key symptoms of Quantum Theory (QT)
during information seeking, the uncertainty relation leading to ftmmmutativity (contextuality)
in eye gaze fixation, and entanglement as futassical correlation in @ition patterns. Thereby,

QL usagsespecific information seeking behaviour becomes the embedding context for the above
semantic potential;

3. These findings, i.e. a combination of energetic indexing feature behaviour modelled on gravity,
combined with an evolwig QL usage context modelled on QT, invite partid@e duality as a
LI N} £ £ St F2NJ GKS AYOGSNILINBilOGFdGA2Yy 2F Sg@2ft Ay3a &
0KS2NBY G2 (GKS {OKNIRAY3ISNI Sljdz GA2y > ¢ ScaladzaaSai
frame for continuing work;

4. As the concepts of force and field are intimately linked with the energy content of a system state
called its Hamiltonian, first we show that the gravitational methodology is able to identify
external forces acting upon systestates,and thenwe explain how the Hamiltonian plays an
important role in a QT framework, prominently in partieleve duality. Based on this, we
O02y2SOGdz2NE (GKFG 'y aSySNEH& NBIAYSE O2dzZ R F 002 d:
bookkeeping bfeature investment vs. structuration results. We shall round off this conjecture by
comparing evolving constellations of semantic content to those of physical content observed by
astronomy.

This means that in accord with T4.5.1 in the DoW and its maés lof inquiry, we continue to
address the dynamics dadvolving semanticsOur goal is to design a method by which we can
measure conceptual investment into the configuration and reconfiguration of semantic spaces, and
thereby identify new preservables f&ATDP. Central to scalable knowledge organization, we shall
refer to this recurrent activity astructuration
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In nature, both structuration and its dynamigsncluding phenomena described by QjMlepend on
energy To find out if patterns in our data asimilar to those observed in physics in general, and QM
in particular, is part of the investigation. This will be our compass when we next briefly survey
relevant research directions. We start with a survey into the stdtthe-art in quantumlike
methodsfor text interpretation.

4.1. Quantumlike Methods for Text Interpretation

Apart from sporadic attempts to link word senses with QM and treat them as quantum states [Bruza

YR 222RaX HwHnnyT 2A0G3G4S17 9 5FN}YYyeAI wunwmmhls . £ O2¢
focusing on sentence semantics, prominently by compositional semantics. Sentence semantics is
currently not a commercial approach in IR or ML, but phassed indexing is coming up [Mikolov et

al., 2013], and as it could be exploited for L-B&sedstatements, a brief detour will be useful. It

holds for practically all approaches listed below that they employ ideas from¢Q@W quantum

theory (QT), the mathematical foundation upon which of QM is built but devoid of its physical
content¢ to encode tle formal side of language, and its semantics only thereby.

Compositional semanticselies on the principle of compositionality. In mathematics, semantics, and
philosophy of language, this principle argues that the meaning of a complex expression isimeterm

by the meanings of its constituent expressions and the rules used to combine them, i.e. its structure

w{T 105X HAMoB®d CNRY (G(KAA&A LINAYOALX ST IIaONROSR (2
compositional distributional semantics (CD$, combning philosophy, quantum mechanics,
information theory and cognitive linguistics. As the name implies, CDS tries to construct a sentence
meaning representation based on the distributional hypothesis used to encode word meaning in

vector space.

One of thecounterintuitive aspects of quantum mechanics is that itas-local. That is, particles can

influence each other's behaviour at distances from which this should not be possible according to
common sense [Einstein et al., 1935]. Sechanglementcan be seen as a channel for passing
information from one particle to another. Indeed, quantum computation and quantum information

theory are based on this premise. A basic unit of information is in fact defined there, dulthdita

and the change in it,mformation content under various operations is studied, even going so far as to
quantify how much information a channel can transmit [Nielsen & Chuang, 2000]. On the other hand,

there are two major approaches to the formal analysis of natural language:0b alogical nature

(Dowty et al., 1981], and one ofdastributional kind relying orvector spacess models of meaning

w{ OKNGT ST mMoppy T /fFN)y 9 tdz YIYS nHnnted ¢KSas (g2
Y2RSt A& aO2 Y LRiaghofiahsBnyence is ¥ funitidrSof theQrteghings of its wdmats

says nothing about the lexical meaning, i.e. the meanings of individual words. The vector space
model constructs meanings of individual words by counting@rurrence with words used often &

given corpus of text, but does not address meanings of strings of words. Using inspiration from
guantum teleportation [Clark et al., 2013] and the concept of pregroups from logic [Lambek, 2011],
various authors work on composing sentence encodings freond vectors by tensor algebra

[Coecke et al., 2010; Coecke et al., 2013; Grefenstette, 2013; Blacoe 2015b]. In this process, the
concepts of interaction and nelocality are central to underpin the QL claim. To obtain the meaning

of a simple sentence,8.® aW2 Ky fA1Sa alNBRé> (GKS @GSND FANRG K
a2 O0KIFIG G0KA& AYGSNIYOlGA2y NBadzZ Ga Ay | INFYYIFGAO!l
y2i tA1S al NEéx GKS adzomaSO0G R2Boaldiy®dposhiveXB&A | (St
Instead, they are separated by 'does' and 'not'. The compact structure morphisms reconnect the two
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via anor+local correlatiorin such a way that the verb can still act on its subject from a distance, and
the application ofnot' is delayedHeunen et al., 2013]

Parallel to the quest to find vectdrased phrase and sentence encodings as well [Mikolov et al.,
2013], there are ongoing efforts to combine distributional and compositional semantics [Clark &
Pulman, 2007; Blaco& Lapata, 2012]. For instance Sadrzadeh and Grefenstette propose a hybrid
approach based on categorical methods also applied to the analysis of information flow in quantum
protocols. The mathematical setting stipulates that the meaning of a sentencénisaa function of

the tensor products of the meanings of its words. The applicability of these methods is demonstrated
via a toy vector space as well as real data from the British National Corpus and two disambiguation
experiments [Sadrzadeh & Grefenstet011]. Fyshe et al. explore the utility of combining topical
information (e.g., documents in which a word is present) with syntactic/semantic types of words
(e.g., dependency parse links of a word in sentences) to compose adjrotivephrases [Fyshe et

al., 2013]. Blacoe introduces a tendmased model that constructs compositional representations for
sentences of arbitrary length. Representations for individual words are captured by distributions of
dependency neighborhoods which encode sufficientdaixiand structural information to perform
semantic compaosition [Blacoe, 2015b].

We note in passing that before tensors, circular convolution was applied to sentence encoding [Plate,
1991]. By its complex valued vector representation, the notions of pritibgdogic and geometry

are integrated within a single Hilbert space representation by [De Vine & Bruza, 2010]. This has
inspired Cohen and Widdows to come up with Predicabased Semantic Indexing (PSI), an
approach to generating higtimensional vedar representations of concepelation-concept triplets.

In this paper, we develop a variant of PSI that accommodates estimation of the probability of
SyO2dzy i SNAY 3 | LI NI A ddxefine NREATSBNRdr AépiedsigeydisdpdarazO K | &
collection of predications concerning a concept of interest (such as a major depressive disorder). PSI
leverages reversible vector transformations provided by representational approaches known as
Vector Symbolic Architectures (VSA). To embed probabilities theglageva novel VSA variant,
Hermitian Holographic Reduced Representations, with improvements in predictive modeling
experiments. The probabilistic interpretation this facilitates reveals previously unrecognized
connections between PSI and quantum theerpeNK | LJA Y2 ad y2dGlofteée GKIG
relatedness across multiple reasoning pathways corresponds to the estimation of the probability of
traversing indistinguishable pathways in accordance with the rules of quantum probability [Cohen &
Widdows, 2015] This heralds a combination of analogical reasoning over triples with quantum
theory already available for the processing of medical literature.

A specific direction to model lexical semantics on QT is in [Blacoe et al., 2013]. They explore the
potential of quantum theory as a formal framework for capturing lexical meaning by creating a novel
semantic space model that is syntactically aware, takes word order into account, and features key
quantum aspects such as superposition and entanglement by prdieiliThey also define a
dependencybased Hilbert space and show how to represent the meaning of words by density
matrices (density operators) that encode dependency neighborhoods. This approach is extended to
an unsupervised model that learns word mearsrigom a large corpus of dependerpgrsed English
sentences in an unsupervised way. The model is able to detect whether a pair of sentences
constitutes a paraphrase, and if there is entanglement among syntactic relations within linguistic
density operatos [Blacoe, 2015a].

In the next section we continue our investigation into the quantiike nature of digital objects and
development of quanturbased models for semantic content classification. Specifically, we shall

4 Oncevectors for the meanings of sentences are built, one can use the cosine similarity measure to automatically derive
synonymous sentences, a task which has applications in automating langlatpel tasks such as translation and
paraphrasing.
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focus on the interaction of contentardy F2 NI GA 2y aSS{Ay3a 0SKI GA2dzNI | 2
context.

4.2. Investigation into the Quanturike Nature of
Semantic Content Related User Behaviour

As for the quanturrinspired representation of sentence meaning there are strong indicationsein th
literature, these encourage us to look for more evidence of applicability below sentence level but
being dependent on context. We shall do so below, becatesshhiques used in quantum interaction
often involve modelling concepts in vector spaces, aming ways to model concept combinations
as operations on vectors is crucial when trying to apply quasikentechniques to increasingly
challenging and sophisticated information modelling t43ks
YSSLIAY3I AYy YAYR (KIFG . dtdwdrd SensBsiias kefs @ comespondbdf & & 2
density matrices (density operators), and disambiguates them based on dependency grammar in a
tree bank, hence their word senses are distributional and occurrence rate related, below we shall tap
into the very samenasst A 1S &2 dzNOS 2F 4G4SYySNHé&¢é¢ RAAGAYIdAAKAY
hdzNJ 1ljdzSaid ¢gAfft O20SNJ GKS aSySNESGAOE |aLlSoL 2
information seeking behavior, respectively.
For this deliverable, we defineQLagfb 2 6aY G ¢ KS LI AOFoAftAGE 2F 02y
their mathematical formalism to ne@M data of social origin, including DOs, their metadata,
O2yGSyd LI GGSNya IyR {KS.nNartél @dnplidateivattyaslist bf yrikar dza S NJ ¢
below, typical for QM, will define QL with regard to ES:

The uncertainty relation (cf. contextuality, n@emmutativity) should be present in the data;

Entanglement should show up;

The concept of particlvave duality should be applicable.

We shall report two case studies of information seeking behaviour, one on eye gaze fixation data, the
other on temporal correlations in citation patterns.

4.2.1. Eye Gaze Fixation during Information SearciBing
Contextuality

Below we review an article eauthored with non-PERICLES partners [Wittek et al., 2016a]. Its
importance lies in the fact that it identifiesoncommutativity(contextuality) in information seeking
behaviour, finding that the outcome of a search strategy is dependent on the sequence of #s step
Such encommutativity is a typical hallmark of QM. Finally, information seeking is a combination of
semantic content and evolving user behaviour, not studied as a mix in D4.4 but interesting for DP in
its own right, therefore addressed here.

Information foraging connects optimal foraging theory in ecology with how humans search for
information. The theory suggests that, following an information scent, the information seeker must
optimize the tradeoff betweerexploration and exploitation of informationeins ly repeated steps

in the search space vs. exploitation, using the resources encountered. We conjecture that this
tradeoff characterizes how a user deals with uncertainty and its two aspects, risk and ambiguity in
economic theory. Risk is related to tperceived quality of the actually visited patch of information,
and can be reduced by exploiting and understanding the patch to a better extent. Ambiguity, on the
other hand, is the opportunity cost of having higher quality patches elsewhere in the sgaach.

The aforementioned tradeoff depends on many attributes, including traits of the user: at the two

5 Dominic Widlows (Grab Technologies, US), private communication.
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extreme ends of the spectrum, analytic and holistic searchers employ entirely different strategies.
The former type focuses on exploitation first, irgpersed with bouts of exploration, whereas the
latter type prefers to explore the search space first and consume later. Based on draekiag

study of experts' interactions with novel search interfaces in the biomedical domain, we demonstrate
that perceived risk shifts the balance between exploration and exploitation in either type of users,
tilting it against vs. in favour of ambiguity minimization. Since the pattern of behaviour in information
foraging is quintessentially sequential, risk and ambjguininimization cannot happen
simultaneously, leading to a fundamental limit on how good such a tradeoff can be. This in turn
connects information seeking with the emergent field of quantum decision theory.

Searching for food is a common patteof behaviour: humans and animals share dedicated cognitive
mechanisms to find resources in the environment. Such resources are distributed in spatially
localized patches where the task &t Y | E A Yshiritage, tBayi§ Knowing when to exploit a local
patch versus when is it time to move on and explore one's broader surroundings.

In humans, the underlying neuropsychological mechanisms result in cognitive searches, such as
recalling words from memory [Hills et al., 2012; Hills et al., 2015]. As parsas' information
seeking behaviour, the concept of information foraging describes the above quest by a similar
strategy [Pirolli & Card, 1999].

Key to the understanding of decisions by a consumer of information is that they are subject to
uncertainty: hs or her knowledge of the environment is incomplete, so the resulting decisions must
go back to perceptions and certain heuristics. By turning to classical works in economy, we can
identify two facets of this uncertainty, namely risk and ambiguity [Knigy@21; Ellsberg, 1961]. Their
interpretation according to the foraging scenario is in place here.

Briefly, risk would be the quality of the current patch and our fragmented perception of it. Is the
place of good quality? Should one stay here or move on€eSve are already at the preselected
location, we do have prior information about it. A Fsknimizing behaviour will favour exploitation

over exploration, staying longer at individual locations, potentially losing out if outstanding patches
remain unvsited. Ambiguity on the other hand, is related to opportunity cost, the price of not
F2Nr3Ay3a StaSeKSNBEP a9f aSgKSNBhHh NBFSNR (G2 GKS
at the moment. A human forager who wants to reduce ambiguity firdt jwinp around different
patches and explore more, learning as much as possible about the information distribution while
reducing the associated uncertainty. This behaviour will not stop at the first good enough patch.

Resonating with the aforementionedur working hypothesis below will be that if animal foraging is
subject to uncertainty, and information seeking is an essentially identical activity in a different
context, then a limit to simultaneous risk and ambiguity minimization must apply to infesmat
foraging as well. This limit emerges from the sequential and incompatible nature of the decisions
made to minimize these two aspects of uncertainty. We will demonstrate our point on eye tracking
data in study of user interactions with novel search ifdees for biomedical information search. The
incompatible decisions are similar to noncommuting measurements in quantum mechanics where
they give rise to the uncertainty principle; thus our work connects information foraging and
information seeking behawur to the thriving field of quantum decision theory [Yukalov & Sornette,
2008; Bruza et al., 2009; Khrennikov, 2010; Busemeyer & Bruza, 2012; Ashtiani & Azgomi, 2015].

A decision in the presence of uncertainty means that the outcome cannot be fully predicted before

the decision is made. Multiple possible outcomes can occur, and our knowledge of the probability
distribution only allows for a limited characterization ofcentainty. Followinghe work by[Knight,

1927 Ellsberg, 1961; Camerer & Weber, 1992], we can distinguish between two fundamental aspects
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of uncertainty, aforementioned ambiguity and risk. The simple definition of risk is uncertainty with
known probabilites, a certain a priori probability for a given outcome. Ambiguity is also probabilistic
but less well defined, generally associated with events that the decision maker has even less
information about than the risk of outcomes. The two aspects are alslkedcaxpected and
unexpected uncertainty. Dealing with unexpected uncertainty involves a more subjective evaluation
of probabilities. In the case of ambiguity, less information is available, and expected utility is harder
to estimate. Not knowing crucialformation, such as the probability distribution of the outcomes, is

a frightening prospect which explains why most people are ambiguwigyse [Ellsberg, 1961]. The

two forms of uncertainty are so different that dealing with risk and ambiguity are supgdte
distinct neural mechanisms in humans [Huettel et al., 2006].

Apart from this probabilistic nature of decisions in an uncertain environment, there is an even
deeper form of uncertainty: the kind we normally refer to in the context of quantum mechanics
(QM). Some measurements on a quantum system are simply incompatible: measuring one aspect of
the system prevents us from learning more about another aspect thereof, explored by a different
measurement.

As stated by [Folland & Sitaram, 1997] in what codziitS & G KS o0 &A & ZTRerelaA & 0 NR
various mathematical aspects of the uncertainty principle, including Heisenberg's inequality and its
variants, local uncertainty inequalities, logarithmic uncertainty inequalities, results relating to Wigne
distributions, qualitative uncertainty principles, theorems on approximate concentration, and
decompositions of phase spdcdt is partly a description of a characteristic feature of quantum
mechanical systems, partly a statement about the limitations ame's ability to perform
measurements on a system without disturbing it, and partly a nteé&rem in harmonic analysis
GKFG OFy 0S5 adzy Whéenzedzlfunctioda and BstFobufied tiavisfoim cannot both be
sharply localizedl Therefore the priniple leads to mathematical formulations of the physical ideas
first developed in Heisenberg's seminal paper of 1927 [Heisenberg, 1927], explored from many
angles afterwards.

Incompatible measurements mean that certain observations on a system do not canroyt
making an observation, we are making a second one in the context created by the first. In other
words, incompatibility, noncommutativity, and contextuality are closely related concepts.

Noncommutativity allows the definition of an alternative evetgebra or logic, which in turn leads

to applications in decision theory [Bruza et al., 2009; Busemeyer & Bruza, 2012]. This line of research
is part of a broader trend of applying the mathematical framework of quantum mechanics in
domains outside physic&hrennikov, 2010].

We are especially interested in how risk and ambiguity appear in sequential decisions. Simultaneous
or coordinated decision making, on the other hand, is more complex, being less common among
animals because it involves comparative evaluation. Pointing atajor difference beveen the
animal kingdom vs. majiolling et al., 2012] showed that humans are able to choose between these
two models in uncertain environments. A foraging scenario is a good example of sequential decision
making: food resources arevailable in patches, and a forager must find an optimal strategy to
consume the resources. There is a cost associated with switching from one patch to another.
Uncertainty relates to the quality of the current patch, the quality of background optienise
opportunity cost of not foraging elsewhere and the environment is also subject to changes. The
forager has to minimize the tradeoff between exploitation of a patch versus exploration of
background options. The pattern is not restricted to food constiomp for instance, it pertains to

mate selection, retrieving memories, and consumer decisions. In fact, the same neural mechanism
can serve these different functions [Adams et al., 2012].
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Optimal foraging theory gives the strategy to follow if the probites can be estimated and
updated by the forager [McArthur & Pianka, 1966; Charnov, 1976]. Ambiguity alters the behaviour:
for example, unexpected forms of uncertainty may trigger more exploration [Cohen et al., 2007]. We
would like to see how ambiguitgnd risk can be minimized in sequential decisions, and how that
affects exploration and exploitation.

Many decisions require an exploration of alternatives before committing to one and exploiting the
consequences thereof. This is known as foraging in dsithat face an environment in which food
resources are available in patches: the forager explores the environment looking foquagty
patches, eventually exploiting a few of them only. The decisions take place in an uncertain
environment: ambiguity lbout the quality of patches and the risk of not foraging at better patches
force the forager to accept a tradeoff.

Risksensitive foraging is not exclusive to animals, human subjects also show similar behavioural
patterns [Pietras et al., 2003; Rushworthat., 2012]. An optimal solution between exploration and
exploitation is generally not known, except in cases with strong assumptions about both the
environment and the decision maker [Cohen et al., 2007]. The tradeoff between exploration and
exploitation is also known as the partifdedback paradigm, linking the decision model to the
descriptionexperience gap [Hertwig & Erev, 2009]: people perceive the risk of a rare event
differently if the probability distribution is known (decision from descriptigga) when they have to

rely on more uncertain information (decision from experience).

To take the next step in our working hypothesis, below we shall look at a scenario where seeking was
exercised by gazfixation & segments of user interfaces with significant elements of content, and
show that underlying the seemingly random walks of eye gaze on the screen, there is order in the
patterned data inasmuch as a certain typology of user behaviour applies to them.

The irformation foraging nature of the data was recognized by eye tracking analysis, based on the
02y OSLIi 2F AYyF2NXIGA2y al0Syids 2LISNIidA2ylfAl SR
identified the location of the task answer from looking at upper lotees in the tree" in a study of

user interactions with visualization of large tree structures [Pirolli et al., 2000]. [Pirolli et al., 2001]
provided further theoretical accounts for scanpaths from cognitive perspectives in which users were
able to find idormation more quickly when strong information scent was detected. [Chi et al., 2001]
built a computational model for user information needs and search behaviour based on information
scent, and the model and algorithm were evaluated by simulated studiese Mecently, the
modeling of user search behavior using eye tracking techniques has focused on levels of domain
knowledge, user interests, types of search task and relevance judgments in search processes [Cole et
al., 2010; Cole et al., 2013; Gwidzka, £0Lakkari et al., 2014; Zhang et al., 2015]. However, there is
still limited understanding of the effect of individual differences and user perceptions of search tasks
on eye gaze patterns in information search. [White, 2016a; White, 2016b] providedievrey
information foraging and user interactions with search systems.

The eye gaze patterns, an indicator of user attention and cognitive processes have been extensively
studied for designing user interfaces, such as the functional grouping of interfana [Brumby &
Zhuang, 2015; Goldberg & Kotval, 1999], faceted search interface [Kemman et al., 2013; Kules et al.,
2009] and comparison of interface layouts [Kammerer & Gerjects, 2012]. Information retrieval
researchers have been concerned with users' rditen to the ranking position of documents and
different components of search engine results page (SERP) [Cutrell & Guan, 2007; Dumais et al.,
2010; Kim et al., 2016; Lorigo et al., 2008; Savenkov et al., 2011]. These studies generally suggest that
there is no significant difference in users' eye gaze patterns on comparisons of search interface
layouts, and users' attention to elements of interfaces depends on the length and quality of snippets
on SERPs, as well as the displayed position of search results.
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We designed a study to investigate user gaze and search behaviour in biomedical search tasks, with
particular reference to the user's attention to and use of the document surrogates (i.e., Medical
Subject Headings (MeSH) terms, title, autjoand abstract). A total of 32 biomedical experts
participated in the controlled user experiment, performing searches on clinical information for
patients. The participants were mostly students with search engine experience and some academic
background n the biomedical domain. We used a 4 x 4 x 2 factorial design with four search
interfaces, controlled search topic pairs and cognitive styles. A 4 x 4 Graénquare design was

used [Fisher, 1935] to arrange the experimental conditions. Each useassmed 8 topics in total,

with a 7minute limit for each topic, and the experiment took about 90 minutes in total.

Searchmterfaces

Participants searched on four different search interfaces, with a single search system behind the
scenes. The four sedrdnterfaces were distinguished by whether MeSH terms were presented and
how the displayed MeSH terms were generated:

L y G S NF¥ midiéked dweb search and other search systems with no controlled vocabulary. This
interface had a brief task description tp; a conventional search box and button; and each result
was represented with its title, authors, publication details, and abstract where available. Full text was
not available, so the results were not clickable. Users judged their success on tharitlebstracts
alone.

L y i S N¥FdddddMe&H terms to the interface. After the user's query was run, MeSH terms from
all results were collated; the ten most frequent were displayed at the top of the screen. This mimics
the perquery suggestions producday systems like ProQuéstMeSH terms were introduced with

a ¢ ddndrwere clickable: if a user clicked a term, his or her query was refined to include the MeSH
term and then rerun. It was hoped that the label, and the fact they work as links, would eageu
users to interact with them.

L y U S Ndfuke® the same MeSH terms @ but displayed them alongside each document, where
they may have been more (or less) visible. It is a hybrid of interfiéesnd 6Dt.

InterfaceDé mimicked EBSCOhdsind similar systems that provide indexing terms alongside each
document. As well as the standard elements from interfadg, interfacedDe displayed the MeSH
terms associated with each document, as part of that document's surrogate. Again, terms were
introduced withdTry£ and were clickable.

Each interface was labelled with a simple figure: a square, circle, diamond, or triangle, which was
referred to in the exit questionnaire. A save icon alongside each retrieved document was provided to
collect user peceived relevant documents.

Search dpics

Search topics used here were a subset of the clinical topics from OHSUMED [Hersh et al., 1994],
originally created for information retrieval system evaluation. The topics were slightly rewritten so
they read as istructions to the participants. Topics were selected to cover a range of difficulties.

Procedure

Participants were given brief instructions about the search task and system features, followed by a
practice topic and then the searchéisemselves They wereinformed that the test collection is
incomplete and oubf-date since the OHSUMED test collection [Hersh et al., 1994] was used, with

8 For example, sebttp://www.proquest.co.uk/enUK/products/brands/pl_pq.shtml
7 http://www.ebscohost.com/
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MEDLINE data from 1987 to 1991. User interaction data recorded included: all queries, mouse clicks,
retrieved and saved @atuments, time spent, and eye movements. Electroencephalogram (EEG)
readings were also captured.

Background and exit questionnaires collected demographic information and asked participants about
their perception of the search process. Participants' opisiof the tasks and the interfaces were
sought. Finally, information on participants' cognitive styles was collected by a computerised test
[Peterson et al., 2003; Peterson, 2005], which took a further 15 minutes to complete.

RESULTS GEARCHBEHAVIOUR ANEYEGAZE

Overall, results from the above experiment supported the hypothesis that search interfaces have
significant effects on eye gaze behaviour in terms of proportion of fixations in reading time. For a
detailed overview, please visit Sections-4.4in our publicatiofi. Table4-1 displays the connection
between search behaviour and eye gaze fixation.

Table4-1. The connection between search behaviour and eye gaze fixation.

# of queries  # of MeSH queries  # of mouse # of pages # of documents

1ssued 1ssued clicks viewed saved
Title ] -
Author
Abstract ] L
MeSH ] o
Mote. The relationship is not statistieally significant {—), positively significant (@), or negatively
significant (D).

Their main findings in this data sample were as follows:

When users perceived their search tasks as difficult, they did not attend to all content elements in
documents;

Searchers wit different cognitive styles may use different search strategies in an environment
with uncertainty they perceive as difficult;

Search behaviour associated with expanding mental efforts like issuing MeSH terms and viewing
SERPs has not changed accaydim the uncertainty within the environment, such as perceived
search task difficulty;

Certain search behaviour types, such as issuing queries and MeSH terms that involve notable
mental efforts and exploitation of resources, are correlated with chamgege gaze patterns.

These findings indicate distinct strategies in dealing with uncertainty, possibly changing from
exploration to exploitation and vice versa, and therefore corroborate our hypothesis that the
corresponding observations do not commutghich, in turn, means that information foraging is a
form of quantumlike behavior. These two statements will be substantiated in the next two sections.

DIFFERENSTRATEGIES ANDNCOMMUTINGBSERVATIONS

In the above eye tracking study, the document sgates and the four layouts characterize different
perceptions of risk of information patches, gazing time being a good figure of merit for exploitation.
Exploration is the jumping gaze combined with a repeated query as these reduce overall ambiguity.
Thete is evidence that holistic users prefer to get an overview of tasks before drilling down to detail,
whereas analytic users look for specific information. These two extreme user behaviours rely on the
two measurement operators, namely risks. ambiguity eduction, in different order, proving

8 https://arxiv.org/abs/1606.08157
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noncommutativity. Unfortunately, at this point there is no significant relationship yet between the
users' cognitive style and the AQIs in the study.

However, if we also change the perceived risk by varying the séamface, the picture changes.

The effect of cognitive styles, interfaces and their interactions on the AOI of MeSH terms (excluding
Interface A) is statistically significant in terms of cognitive style and interface interactions, and weakly
significant m terms of cognitive style (F(1,188) = 2.79, p < .01). Interfaces make a statistically
significant difference for the holistic style (F(2, 111) = 6.58, p < .001), and cognitive styles make a
statistically significant difference in Interface B (F(1, 62)134,5 < .05). The results indicate that
holistic users' attention to the MeSH terms is more affected by search interfaces than that of analytic
users, and this interaction effect is significant when interacting with Interface B. Thus
noncommutative meas@ments emerge.

To sum up, uncertainty as a composite of risk and ambiguity drives information seeking behaviour in
a complex way, with successive decisions attempting to minimize both components at the same
time. However, to find their joint optimum is not possible, basa riskprone and ambiguityprone
behaviour manifest two versions of foraging attitude, called thensume first and worry later
(exploitation) vs. theéworry first and consume latér(exploration) types. Whichever option taken, it
becomes the contextfathe opposite alternative, so that ambiguity minimization dependent on risk
minimization vs. risk minimization dependent on ambiguity minimization yield different sets of
retrieved items, i.e. the outcome of information seeking as a process isommutdive.

For every case where this joint optimum seeking mentality influences the results, plus the decision
making process that has led to a particular outcome must be preserved for future reconstruction, our
findings are relevant. However, there is morethe implications of the above.

From our experiment, we have seen that two types of information seeking behaviour emerged from
interaction between the cognitive apparatus and the phenomenon observed, i.e. information. This is
reminiscent of the Copenhagenterpretation of QM, where interaction between the measurement
apparatus and the observable cannot be reduced to zero, and the measured value is a result of (or is
not independent from) interaction; again in the words of [Folland & Sitaram, 198id,valies of a

pair of canonically conjugate observables such as position and momentum cannot both be precisely
determined in any quantum stateFurther, we have found that the above two types of behaviour go
back to the application of two operators, risknd ambiguityaversion, so that by applying now this,

then the other first, their sequential application leads to different results, calledamonmutativity.

Moreover, as much as risk and ambiguity are two sides of the same coirgonomutativity is an
essetrtial feature of the uncertainty principle core to quantum mechanics. Given this, our current
finding hints at something potentially fundamental about the nature of browsing. At the same time,
since [Dominich, 2001] proposed to treat precision and recatbagplementary operators regulating

the surface of effectiveness in information retrieval, whereas [van Rijsbergen, 2004] argued that
relevance is an operator on Hilbert space and as such is part of the quantum measurement process,
neither was our insightotally unexpected. Rather, connected to the uncertainty principle, we see
noncommuting measurements to surface also in information seeking as another link to quantum
decision theory [Wittek et al., 2013a; Ashtiani & Azgomi, 2014; Aerts & Sozzo, 2016].

4.2.2. Citation Behavior and Entanglement

As Experiment 2, the next study [Wittek et al., 2016b] looks into the nature of citation behaviour
over time to identify entanglement (without nonlocality) as a criterion of QL by Ncpol2spda
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developed for PERICEEShis sdfvare is a correlation analyzer, able to identify strongfesin-usual,
non-classical correlations, which in turn tell us something about the incompleteness of the standard
information representations for machine learnifig For the definition of entangleménand
nonlocality please see the Stanford Encyclopedia of Philosbphy

INTRODUCTION

Citation and coauthor networks offer an insight into the dynamics of scientific progress where
semantic content again interacts with evolving user behaviour. We can also view them as
representations of a causal structure, a logical process captured inaph.gfrom a causal
perspective, we can ask questions such as whether authors form groups primarily due to their prior
shared interest, or if their favourite topics aéeontagious and spread through cauthorship. Such
networks have been widely studied bhe artificial intelligence community, and recently a
connection has been made to nonlocal correlations produced by entangled particles in quantum
physics-- the impact of latent hidden variables can be analyzed by the same algebraic geometric
methodologythat relies on a sequence of semidefinite programming (SDP) relaxations. Following this
trail, below we treat our sample coauthor network as a causal graph and, using SDP relaxations, rule
out latent homophily as a manifestation of prior shared interesading to the observed
patternedness. By introducing algebraic geometry to citation studies, we add a new tool to existing
methods for the analysis of contemtlated social influences.

For a background, clarifying a line of argumentation by referencediocis as a legacy mapping and
orientation tool have been in use by knowledge organization for a long time. Their respective
importance has led to the birth of new fields of study like scientometrics and altmetrics [Borgman &
Furner, 2005; Zahedi et aR014; Cronin & Sugimoto, 2014], permeating funding decisions and
ranking efforts [Vanclay, 2012; Hicks, 2012]. At the same time, citations embody scholarly courtesy as
well as a form of social behavior, maintaining or violating norms [Cronin & Overféi, XKaplan,
MpcpT aAldNRBET mMdpTnT DAETOSNII MPTTT %AYEFEYS HannT |
is often the case when individual and social patterns of action are contrasted, one can suspect that
factors not revealed to the observer ofsingle individual may point at underlying group norms when
communities of individuals are scrutinized. To understand our own behavior as a species, it is
important to detect any such influence.

Departing from earlier work [Ver Steeg & Galstyan, 2011],tuveed to citation studies to find
supporting evidence for signs of quantiikeness in ceauthor behaviour. Our working hypothesis
was that in citation patterns, a more fundamental layer would correspond to research based on
shared interest between the dlor and her/his predecessors calléatent homophily whereas a

more ephemeral second layer would link to current trends in science. Due to this, e.g. for a funding
agency to find citation patterns going back to latent homophily would amount to bettended
decisions, with such a pattern playing the role of a knowledge nugget. Consequently, ruling out latent
homophily would correspond to a sieve or a filter, one important step in an anticipated workflow to
dig for such nuggets by stratification in citais.

® The latest release is available at https://github.com/peterwittek/ncpol2sdpa/releases

10 A digital preservation system is always made up of components: objects in the archives, users, usage scenarios, etc. The
guestion isvhether these components add up to more than just their sum. Ncpol2spda is a software tool for the
macroscopic scanning of datasets to detect totassical correlations. Such correlations belong to a class called
entanglemenin quantum mechanics, and irdite quantumlike behavior in the data. Ncpol2sdpa uses the method of

sparse semidefinite programming relaxations for polynomial optimization problems of noncommuting variables to isolate
them to exclude hidden variable theorems in networked data and yénié strength of observed correlations.

1 http://plato.stanford.edu/entries/qt-entangle/
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The notion of the citation network was famously developed by de Solla Price [de Solla Price, 1965]
and since then it has evolved in many different directions. Incidentally, [Garfield et al., 1964] had
already proposed the use @lNetwork Charts of papers for the study of scientific history, but see

also [Garfield et al., 2003] and [Garfield, 2009] for a newfound interest in algorithmic historiography.
Although fruitful for analysis at a less aggregatecdtlethese maps provide the possibility to visualize

the network structure of single citing/cited papers of up to, say, the lower hundreds of papers before
becoming too complex to overview. To remedy this, aggregated forms of citation networks have
been deseloped, most notably bibliographic coupling [Kessler, 19&3}mentionof literary
authors [Rosengren, 1968], anl 6 Y 2 NB S a (i | 6 fcocitakoBMBf papers/ [l o733 F W
Eventually, over time these aggregated forms of measurement wetended to analyse network
structures of authors [McCain, 1986; White & Griffith, 1981]. By today, possibilities include the
coverage of source titles and, for bibliographic coupling to reveal the networks based on address
data such as department, instiioh and country, are limited only to the kind of structured data
available in the database used for sampling [van Eck & Waltman, 2010 van Eck & Waltman 2014].
Common for many of these efforts is that the network structure is used to map or represent
bibliometric data for descriptive purposes in visualization, while attempts at analyzing the
relationships dynamically in more causal ways have not been considered to the same extent. A
notable exception is [Bdtan, 2008] for an overview of a third mode of eggated cestudies,
namely ceauthorship studies that incorporate complex systems research and Social Network
Analysis.

To address a different subject area, graphical models capture the qualitative structure of the
relationships among a set of random vdiias. The conditional independence implied by the graph
allows a sparse description of the probability distribution [Pearl, 2009]. Therefore by combining co
authorship and citation data we propose to view-aathor and citation graphs as examples of such
graphical models.

However, not all random variables can always be observed in a graphical model: there can be hidden
variables. Ruling these out is a major challenge. Take, for instance, obesity, which was claimed to be
socially contagious [Christakis & Heky2007]. Is it not possible that a latent variable was at play that
caused both effects: becoming friends and obesity? For the above assumption of latent homophily,
[Ver Steeg & Galstyan, 2011] asks whether there is a limit to the amount of correlmtoreen

friends, at the same time being separable from other sources different from friendship. Or, do some
smokers become connected because they had always smoked, or because copying an example may
bring social rewards? To cite a methodological paralefjuantum physics, the study of nonlocal
correlations also focuses on classes of entanglement that cannot be explained by local hidden
variable models-- these are known as Bell scenarios, initially stated as a paradox by Einstein,
Podolsky and Rosen ihdir socalled EPR paper [Einstein et al., 1935].

As is well known, the EPR paper proposed a thought experiment which presented then newborn
guantum theory with a choice: either supraluminal speed for signaling is part of nature but not part
of physics, oguantum mechanics is incomplete. Thirty years later, in a modified version of the same
thought experiment [Bell, 1964], Bell's Theorem suggested that two hypothetical observers, now
commonly referred to as Alice and Bob, perform independent measuremdnépin on a pair of
electrons, prepared at a source in a special state called a spin singlet state. Once Alice measures spin
in one direction, Bob's measurement in that direction is determined with certainty, as being the
opposite outcome to that of Alicayhereas immediately before Alice's measurement Bob's outcome
was only statistically determined (i.e., was only a probability, not a certainty). This is an unusually
strong correlation that classical models with an arbitrary predetermined strategy (that liscal
hidden variable) cannot replicate.
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Recently, algebraic geometry offered a new path to rule out local hidden variable models following
from Bell's Theorem [Ver Steeg & Galstyan, 2011; Ma et al., 2015; Ver Steeg, 2015]. By describing
probabilistic models as multivariate polynomials, we can generate a sequence of semidefinite
programming relaxations which give an increasingly tight bound on the global solution of the
polynomial optimization problem [Lasserre, 2001]. Depending on the solution, ortg begable to

reject a latent variable model with a high degree of confidence. In our case, Alice and Bob decide
about references to be picked in complete isolation, yet their decisions, in spite of being independent
from each other's, may be still corrédal. If we identify the source of the shared state preceding
their decisions as they make their choices, we can observe correlations between author pairs, and
conclude that their patterns of citing behaviour cannot be explaiasly by the fact that they hve
always liked each other. In other words, experimental findings may rule out latent homophily in
certain scenarios.

To translate the above to experiment design, we must briefly discuss how latent homophily
manifess in citation networks and why we want to restrict our attention to static models. We shall
be interested in citation patterns of individual authors who haveaathored papers previously.
SocialW O 2 y (i heArds that Authors will cite similar papers latm if they previously cauthored a
paper. On the other hand, latent homophily means that some external faetsuch as shared
scientific interest- can explain the observed correlations on its own.

Given an influence model in which a pair of authorakes subsequent decisions, if we allow the
probability of transition to change in between time steps, then arbitrary correlations can emerge.
Static latent homophily means that the impact of the hidden variable is constant over time, that is,
the transiton probabilities do not change from one time step to the other. We restrict our attention

to such models, this being a necessary technical assumption for the algebraic geometric framework.
In practice, this means that an author does not get more or ledgad over time to cite a particular
paper.

Latent
Variable

Ra

Latent
Variable
Re

Edges E in co-
author graph

Author B, reference i

Author A, reference i
at time £-1

at time t-1

Author A, reference i Author B, reference i
at time t at time t

I
—

Fig.4-1. Outline of the influence model. The latent variablRsand R; cause the edges in the @uthor
network and are also the sole influence in changbgther an authofreference pair changes in subsequent
time steps.

A straightforward way to analyze correlations is to look at citation patterns between authors.
Departing from a set of authors in an initial period, we can study whether the references an author
makes influence the subsequent references of her or his dwastas defined in the initial period. In

this sense, we define a graph where each node is an au#fference. Two nodes are connected if

the authorshavecd dzi K2 NBR | LI LISNJ G &a2YS AyAlGALFft GAYS
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reflecting wheher that authorreference pair is actually present. The influence model is outlined in
Fig.4-1. Please find the mathematical details in the origimablication [Wittek et al., 2016b].

DATASET

Data was collected from Web of Science, using the journal indicesBMe8ded, SSCI, and AHCI
between 1945 and 2013Téble4-2). The collection consists of the full set of published items in 20
high impact journals found in the database. 43168 items were collected in total, comprising of 22784
articles (52.%49, 10270 book reviews (238, 2325 editorial mateal papers (5.%), and 1898
proceedings papers (articles) (%4

The selection process was conducted by using four different journal rankings. The reason for using
multiple source rankings was to minimize the impact of perspective, where, for exampldCiR
ranking for Library and Information Studies (LIS) contains journals from the Information Systems
subject area, however that would not count as (core) LIS journals by practitioners in the field. The
ranking schemes used were JCR 2012, JCR 1997d#% ohe found readily in the WoS platform),
Google top publications (HBRdex), and Elsevier SCImago Rank 2012. Journal rank data and citation
data were collected on January 20, 2014.

The inclusion of publication years 2013 and 2014 is not complete, isirscgenerally acknowledged

that WoS has not received the underlying data until late spring the year after publication. Since the
dataset is used for information based research and not for performance based evaluation, inclusion
of as much as possible teaial was deemed more important than completeness.

To rank the journals, in all four lists the 20 top journals were scored from 20 to 1, so that the top
journal earned 20 points and the last one earned 1 point. Then the points from each of the occurring
journals in the four rankings were added and the journals were listed again based on their combined
score forTable4-2.

Table4-2. The number of published entries, along with total number of citations, mean number of citations,
and first year of inclusion in the WoS index

Ord Journal Hecs Citations Mean Mean cita- First
citations tions per yvear VEar
1 Journal of the American Society Tor Information Science and Technology 2494 22058 §.21 1.11 2001
Journal of the American Society for Information Science 2077 30593 13.3 0.57 1970
American Documentation TED 134T .57 011 10586
Journal of Documentary Reproduction (United States)
2 Journal of Informetrics 120 3714 8.84 1.69 2007
3 Srientometrics 34637 38202 10.5 0.94 1978
Journal of Research Communication Studies 119 137 1.15 0.03% 1978
1 Information Svstems Research 649 25817 39.78 3.19 1994
5 MIS Quarterly 1071 TOR9D G6G6.2 1.54 1981
G College & Research Libraries 5156 12144 2.36 0.12 1956
7 Journal of the American Medical Informatics Association 1260 A0GST 0.95 1994
] Library & Information Science Research 1209 G198 0.4 1954
Library RHesearch (United States)
a9 Annual Review of Information Science and Technology 7269 0.82 19646
10 Journal of Documentation 18437 0.26 1945
11 Journal of Health Communication 10570 0.99 1997
12 Journal of Information Science TEOZ 0.29 1979
Information Scientist (United Kingdom)
Institute of Information Scientists. Bulletin (United Kingdom)
13 International Journal of Geographical Information Science 1299 14635 11.27 .09 1997
International Journal of Geographical Information Systems 311 6547 21.05 0.99 1991
14 Journal of Information Technology 612 5613 9.17 0.8 1993
15 Library Cuarterly 1603 G200 1.35 0.07 1956
16 Journal of the Medical Library Association 1104 4275 3.87 0.44 2002
Bulletin of the Medical Library Association 3630 10255 2.82 0.11 1956
17 Empty
18 Arxiv Digital Libraries (es.DL)
19 Information & Management 1702 31902 18.74 1.52 1983
Systems Objectives Solutions 63 274 1.35 0.13
Information Management 200 25 0.13 0 1953
Management Datamatics {Netherlands)
Management Informatics (Netherlands)
IAG Journal (Netherlands)
20 Reference Librarian
Total number of records 13167 11.53 0.88
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C2NJ SOSNE &St SOGSR 22dNy+HE GAGESS GKS GAGES o1

title changes during the span of the journal's publishing history. In all, 33 versions of the titles were
searched for in WoS. Of these, 24 titlesrevdound in the database. The number of published
entries, along with total number of citations, mean number of citations, and rst year of inclusion in
the WoS index are presented ifable4-2. The coauthor network has #94 nodes and 7818
edges.

There is an important distinction between reference and citation. While reference is a feature of the
citing article in order to supportraargument either as a fact or as a rhetorical tool, citation is a sign
that indicates that a particular paper has been used, and therefore important metadata for DP. This
binary nature of the citation, without any indication about how or why a documeist lteen cited,

turns it into a descriptor of the paper in some sense. Therefore we can conceive a bibliographic
record with references as a combination afiternal metadatd@ describing the document itself, and
dexternal metadaté by references for linkage, implementing citations

DOC

Layer A: Doc_1, Doc_2, ..., Doc_m =
Internal metadata external metadata = linkage

Layer B: binary indicator of usage,
counter of frequency in an expanding
user/reference x doc matrix where
citations are in the cells

Content

Doc 1 Doc 2 .. Doc_m
References = external
metadata User/ref_1 .
User/ref 2 cit

User/ref_n

"Ref 2 cites Doc_m"

Fig.4-2. A user/reference x document matrix, with citations/frequency counts in the cells. With those
frequency countstfidf and all the weighting schees from the VSM can be tested, plus the citation matrix can
have its own semantics because any citations are cortegendent, where the context is the topic.

We decided to conduct an experiment with a seaynthetic example to verify whether such a

network of citations allows for the exclusion of latent hidden variables. For this case, to design a

model of influence, the graph had to be directed, whereas a coauthor network is typically

undirected. To establish directions in the graph, we considerpdiavise asymmetric relationship

between authors in which one of the authors is ‘dominant’. To this end, we considered two

alternatives:

1. The more dominant author is the one with more citations. As in our corpus every author pair has
the same number of dtions, this option was not viable and was therefore discarded;

2. The more dominant author has a higher degree in the graph of the coauthor network because he
or she had more coauthors in the past. This enabled us to direct the graph.

We assumed that the neork structure does not evolve over time. Taking the directed coauthor

YySGi62N] 3INIFLK Ay O2yaAiARSNIGA2Yy> 4SS aaArAdaySR |

1 with equal probability.
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Once this initialization was done, we had to simulateusfice. We randomly picked a pair, and the
nondominant author copied the state of the dominant one. In a time step, wevdglch random
picks, whereM is the number of edges. This gave sufficient opportunity for the graph to flip most of
its nodes if necesary. We created two more time slices on top of the initial one. Using these time
slices, we could calculate the statistl{g\.1B;.+| E= 1) withT = 3, whereE= 1 meant that there was

a directed edge from authokto authorB.

With this random initialiation, one can detect if, given a particular graph structure, there is a
possibility of latent homophily at all. We used metaknowledge work with the citation network
[Mcllroy-Young & McLevey, 2015], Ncpol2stipeo generate the SDP relaxations [Witt&Q15], and
MoseK’ to solve the SDP. The computational details are available dnlifi@king the observables
Q(A,B as the indicator function and a lev@lrelaxation of the Lasserre hierarchy, the SDP solver
detects any dual infeasibility. In turn, suem infeasibility means that the suof-squares (SOS)
decomposition does not exist and we can rule out latent homophily as the source of correlations with
a high degree of confidence.

STATIAATENTHOMOPHILY IN THIBAUTHORIETWORKRESULTS ANDISCUSSION
We split the sample corpus into three periods with the following distribu(ibable4-3):

Table4-3. Three periods in the sample longitudinal corpus with citation distributions

Period Number of papers
19451968 4104

19681991 12293

19912014 26770

As a joint probability distribution, one obtains 64 possible combinations of outcomes, because for
each author and time period, the outcome is binary, and given two authors and three time periods,
we obtain this number. We observe all possible outcomeghis sample. Using the san@(A,B
observable as in the serynthetic example, i.e. the indicator function, and a Ie¥eklaxation of

the Lasserre hierarchy, the SDP solver detects dual infeasibility, therefore we can rule out latent
homophily as theiagle source of correlations.

Our result indirectly confirms that 'contagion' in the practice of citation is a distinct possibility. If
citation patterns continue spreading, over time everybody will cite more or less the same papers.
This in turn explainthe phenomenon of Sleeping Beauties [Ke et al., 2015]: since dominant authors
do not cite such articles, everybody else ignores them.

Secondly, we recall that in its simplest form, Bell's theorem states that no physical theory of local
hidden variables caever reproduce all of the predictions of quantum mechanics, i.e. it rules out
such variables as a viable explanation of quantum mechanics. Therefore we hypothesized that if we
can find entanglement in our data, with local hidden variables as their sauled out, patterns in

the sample must be quantusike for nonobvious reasons. Ruling out Bell inequalities as the source

of entanglement in our results points to such noassical correlations at work in the dataset. On the
other hand, nonlocality doesot apply, reinforcing the QL verdict.

12 http://networkslab.org/metaknowledge/

13 https://pypi.python.org/pypi/ncpol2sdpa/

14 https://mosek.com/

15 http://nbviewer.jupyter.org/github/peterwittek/ipython-notebooks/blob/master/Citation_Network_SDP.ipynb
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4.3. Description and Implementation of Dual Content
Representations and Development of Quantum
based Models for Semantic Content Classification

4.3.1. Particlelike Index Terms, Drifts ambravitye

As a followup to work inprogress in D4.4, in Experiment 3 we look at knowledge dynamics from a
modelling perspective for another implementation of physics as a metaphor. This section is an
SEGSYRSR @OSNBRA2Y 2F | LI LISNI 6S &dz ¥jiaddbddRoni2 { SY|
the idea that the contextlependency of word and sentence meaning is expressed as their
importance, while word and sentence similarity combined with importance constitutes conceptual

fields expressed by lexemes. The interplay between word importamce similarity constitutes a

source of semantics one can model by gravitation.

For a summary, in accessibility tests for digital preservation, over time one experiences drifts of
localized and labelled content in statistical models of evolving semargm®sented as a vector

field. This articulates the need to detect, measure, interpret and model outcomes of knowledge
dynamics. To this end we shall employ Somoclu, apégformance machine learning algorithm for

the training of extremely large emergemselforganizing maps for exploratory data analysis. The
working hypothesis we present here is that the dynamics of semantic drifts can be modeled on a
relaxed version of Newtonian mechanics called social mechanics. By using term distances as a
measure of emantic relatedness vs. their PageRank values indicating social importance and applied
as variabledterm mass, gravitation as a metaphor to express changes in the semantic content of a
vector field lends a new perspective for experimentation. Fébenm gravitationé over time, one can
compute its generating potential whose fluctuations manifest modifications in pairwise term
AAYAT I NAGE @Gao a20Alf AYLRNIFYyOS: (GKSNBoeé dzLRl
examined is the public catalog metadatf Tate Galleries, London.

INTRODUCTION

The evolving nature of digital collections comes with an extra difficulty: due to various but constant
influences inherent in updates, the interpretability of the data keeps on changing. This manifests

itself asconcept drift [Wang et al., 2011] osemantic drift[Gulla et al., 2010; Wittek et al., 2015;

28606 SG ft®dX HnAnmcBI GKS 3INYRdzcFf OKFy3aS 2F | O;
community. Despite terminology differences, the problem is real andh Wit increasing scale of

digital collections, its importance is expected to grow [Schlieder, 2010]. If we add drifts in cultural

values as well, the fallout from their combination brings memory institutions in a vulnerable position

as regards long term giital preservation. We illustrate this on a museum example, the subject index

of the Tate Galleries, London.

In our example, semantic drifts lead to limited access by Information Retrieval (IR). The methodology
we apply to demonstrate our point is vectoreld semantics by emergent salfganizing maps
(ESOM) [Ultsch, 2005], because the interpretation of semantic drift needs a theory of update
semantics [Veltman, 1996], integrated with a vector field rather than a vector space representation
of content [Witek et al., 2014; Wittek et al., 2015]. Further, given such content dynamics, we argue
that for its modeling, one can fall back on tested concepts from classical (Newtonian) mechanics and
differential geometry. For such a framework, e.g. similarity betweérects or features can be

16 See also: http://arxiv.org/abs/1608.01298
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considered an attractive force, and changes over time manifest in content drifts have gpbyasial
explanation. The main contributions of this paper are the following:

1. A methodology for the detection, measurement and intexfation of semantic drift;
2. On drift examples, an improved understanding of how semantic content as a vector field
GoSKIFI @Sa¢ 20SNJ GAYS o0& TFlrLttAay3a oF0] 2y LKeaaoa
3. As a consequence of the above, the concept of semantic potential as a combgeslima of
semantic relatedness and semantic importance.

We note in passing that the term frequency/inverse document frequetfayf Y weighting scheme,
typically used in mainstream vector spaoased IR and ML, already implies semantic importance by
the occurrence rate of index terms, indicating topical actuality. Our semantic potential reframes this
component by combining it with similarity in a new way.

Terminology

Evolving semanticé | £ &2 2 F( S yseNabtE Shbdgds Ro CIBENB 3% 102 Ot = HNncB O
and growing area of research into language change [Baker, 2008] that observes and measures the
phenomenon of changes in the meaning of concepts within knowledge representation models, along
with their potential replacement ¥ other meanings over time. Therefore it can have drastic
consequences on the use of knowledge representation models in applications. Semantic change
relates to various lines of research such as ontology change, evolution, management and versioning
waSNRPZ3dzSt I Si IfdX HnAnmMoBI odzi Al Ffaz2z SyialAfa
interchanging shifts with drifts and versioning, and applied to concepts, semantics and topics, always
related to the thematic composition of collections [Yildi@0g; Uschold, 2006; Klein & Fensel, 2001].

A related term is semantic decay as a metric: it has been empirically shown that the more a concept

is reused, the less semantically rich it becomes [Pareti et al., 2015]. Though largely Gotuitige,

this deivation is based on the fact that frequent usage of termdiirersedomains leads to relaxing

the initially strict semantics related to them. The opposite would hold if a term was persistently used
within a single domain (or to a great extent similar dons), which would lead to its gradual
specialization and enrichment of its semantics.

Related Research

Here we mention four relevant directions, all of them contributors to our understanding of a
complex issue in their overlap.

Temporality and Advanced Aess

By advanced access to digital collections we mean the spectrum of automatic indexing, automatic
classification, Information Retrieval (IR), and information visualization. All of the aforementioned can
have a temporal aspegcincreasingly being addres by current researctiExamples for temporal IR
include [Alonso et al.,, 2011; Chang et al., 2013], for web dynamics and visualization, see e.g.
[Dubinko et al., 2006; Adar et al., 2008; Sharapenko et al., 2005]. A related but separate research
area for tte above is in the overlap of cultural heritage and IR [Koolen et al., 2009; de Jong et al.,
2005].

Vector Space vs. Vector Field Semantics

For an IR model to be successful, its relationship with at least one major theory of word meaning has

to be demonstrged. With no such connection, meaning in numbers becomes the puzzle of the ghost

in the machine. For the vector space IR model (V8MBY RSNI @ Ay 3 YIlyeé 2F (2RI &
products and services such a connection can be demonstrated; for others BegeRank [Page &
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Brin, 1998], the link between graph theory and linear algebra leads to the same interpretation.
Namely, in both cases, the theory of word semantics epmdbnating numbers with meaning is of a
contextual kind, formalized by the distribahal hypothesis [Harris, 1968], which posits that words
occurring in similar contexts tend to have similar meanings. As a result, the respective models can
imitate the fieldlike continuity of conceptual content. However, unless we consider the VSMabots
both the probabilistic relevance modéland its spinoffs including BM25 such a link is still waiting

to be shown between probability and semantics [Frommholz et al., 2010].

Although several attempts exist to this end [Turney & Pantel, 2010; PulmaB],20 brief overview
should be helpful. Looking for a good fit with some reasonably formalized theory of semantics, two
immediate questions emerge. First, can the observed features be regarded as entries in a
vocabulary? If so, distributional semanticspaes and, given more complex representations, other
types may do so as well [Wittek et al., 2013b]. The second question is, do they form sentences? For
example, one could regard a workflow (process) a sentence, in which case compositional semantics
applies [Coecke et al., 2010; Sadrzadeh & Grefenstette, 2011]. If not, theories of word semantics
should be considered only. Below we shall depart from this assumption.

Notwithstanding the fact that vector space in its most basic form is not semantic, ity dbiyield

results which make sense goes back to the fact that the context of sentence content is partially
preserved even after having eliminated stop words which are useless for document indexing. This
means that Wittgenstein's contextual theory of meid o6 aa Sk yAy3 Aa dzaSé0 K2
1963], also pronounced by the distributional hypothesis. This is exploited by more advanced vector
based indexing and retrieval models such as Latent Semantic Analysis (LSA) [Deerwester et al., 1990]

or random inexing [Kanerva et al., 2010], as well as by neural language models, ranging from the
Simple Recurrent Networks, and their very popular flavour, Long Seomt Memory (LSTM)
[Hochreiter & Schmidhuber, 1997] and the recently proposed Global Vector for Répresentation

(GloVe) [Pennington et al., 2014], which are currently considered to be theditdbe-art approach

to text representation. However, we should also remember another approach paraphrased as
daSkyAy3a Aa OKI y3Sérmsponse thiedry sof medhiBg piofosed detgdzAly
Bloomfield® in anthropological linguistics and Morfsin behavioral semiotics, plus the biological
GKS2NE 2F YSIyAy3a w! SE{Nff 3 YNRATI (X mMdpcBP ¢ K
its consequences.ddsequently word semantics should be represented not as a vector space with
position vectors only, but as a dynamic vector field with both position and direction vectors [Wittek

et al., 2014].

[AYy3dzAi a0AO0 aC2NODSa¢

As White suggests, linguistics, like physiwas four binding forces [White, 2002]:

1.¢KS adNRBy3 ydzOf SFNJ F2NOSE HKAOK A& GKS &aAlGNRY
uninterruptability (binding morphemes into words);

2. Electromagnetism, which is less strong, corresponds to grammar and bimds into sentences;

3. The weak nuclear force, being even less strong, compares to texture or cohesion (also called
coherence), binding sentences into texts;

4. Finally gravity as the weakest force acts like intercohesion or intercoherence which binds texts
into literatures (i.e. documents into collections or databases).

Mainstream linguistics traditionally deals with Forces 1 and 2, while discourse analysis and text
linguistics are particularly concerned with Force 3. The field most identified with the stleyrad 4

7 801 dzasS Al RSLI NIA&A FNRY | G0AYylINE AYRSE RSAONALIIAZYyda 2F R:
18 See p. 339 in [Robertson & Zaragoza, 2009].

19 https://en.wikipedia.org/wiki/Leonard_Bloomfield

20 https://en.wikipedia.org/wiki/Charles_W._Morris
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is information science. As the concept of force implies, referring here to attraction, it takes energy to
keep things together, therefore the energy doing so is stored in agglomerations of observables of
different kinds in different magnitudes, andan be released from such structures. A notable
RAFFSNBYOS 0Si6SSy LKeaAOlt FyR fAy3adzaiaidArido aeanis
symbols by reading or copying them does not annihilate symbolic content.

Looking now at the same problefrom another angle, in the above and related efforts, energy
inherent in all four types can be the model of e.g. a Type 2, i.e. electromagHAéesmattractive
repulsive binding force such as lexical attraction, also known as syntactic word affinitgr{Bae et

al., 1997] or sentence cohesion, such as by modeling dependency grammar by mutual information
[Yuret, 1998]. In a text categorization (TC) and/or IR setting, a similar phenomenon is term
dependence based on their @xcurrence.

Semantic Kernels Y R G DNI @A G & ¢

A radial basis function (RBF) kernel, being an exponentially decaying feature transformation, has the
capacity to generate a potential surface and hence create the impression of gravity, providing one
with distancebased decay of interactiostrength, plus a scalar scaling factor for the interaction, i.e.

Ko E = E Q vo||xI'c EXEuMos6hitti, 2010]. We know that semantic kernels and the metric tensor
are related [Williams et al., 2005], hence some kind of a functional equivalent ofajranishapes

the curvature of classification space [Amari & Wu, 1999; Eklund, 2016]. At the same time, gravitation
as a classification paradigm [Peng et al., 2009] or a clustering principle [Aghajanyan, 2015] is
considered as a model for certain symptonfisontent behavior.

Working Hypothesis and Methodology

In order to combine semantics from computational linguistics with evolution, we select the theory of
semantic fields [Trier, 1934] and blend it with multivariate statistics plus the concept of fields
Of  aaA0lrt YSOKIFIyAOa G2 oNARy3I AG Oft2aSN) G2 xStayvy
machine learning. Our working hypothesis for experiment design is as follows:
Semantic drifts can be modeled on an evolving vector field as suggesfdditigk et al., 2015;
Wittek et al., 2014];
To follow up on the analogy from semantic kernels defining the curvature of classification space
FyR t€SG GKA& OdzNDI GdzNE S@2t @S5 bSoed2yQa dzy A SN
the dynamic libary [Salton, 1975]. To this end, we model similarityFoy Gnm,/r?, with term
dislocations over timesteps stored in distance matrices. Ignd@nge shall use the PageRank
value of index terms on their respective hierarchical levels for mass values. féiite is the
negative gradient of potential, i.d=(x)=-dU/dx, we can compute this potential surface over the
respective term sets to conceptualize the driving mechanism of semantic drifts;
The potential following from the gravity model manifests tkinds of interaction between entries
in the indexing vocabulary of a collection. Over time, changes in collection composition lead to
different proportions of semantic similarity vs. authenticity between term pairs, expressed as a
cohesive force between &tures and/or objects.

For the analysis of contedependent index term correlations we use a hjggrformance machine

f SENYyAY3I I 32NN BH-OgabizingMapsOve{ 2CH2R (DS ME 0ot ¢ KAa G(G22f
meant for training extremely large emgent selforganizing maps on supercomputers, but is also the
fastest implementation running on a single node for exploratory data analysis [Wittek et al., 2015a].
The mathematical details are provided in [Wittek et al., 20315b]

21 The latest release is available at https://github.com/peterwittek/somoclu/releases/tag/1.6.2

6 tOwL/[9{ /2y&2NIlAdzy



DELIVERABUE pe riCIGS

CONTEXAWARE CONTENT INTRERFATION FP7 Digital Preservation

Drift Detection

The task ofdrift detection, measurement and interpretation is carried out in three basic steps as
follows:

Step ¥ Somoclu maps the higiimensional topology of multivariate data to a laimensional ()
embedding by ESOM. The algorithm is initialized by P8Agipal Component Analysis (PCA), or
random indexing, and creates a vector field over a rectangular grid of nodes of an artificial neural
network (ANN), adding continuity by interpolation among grid nodes. Due to this interpolation,
content is mapped omt those nodes of the ANN that represent best matching units (BMUS).

Step 2 Clustering over this lowimensional topology marks up the cluster boundaries to which
BMUSs belong. Their clusters are located within ridges or watersheds watersheds [UltschT@805;

SG 1t wnanmnT [1 Ga0K g9 ! fGa0KZ wnmn8d® /2yiaSyi
and height around such basins so that the method yields an overlay of two aligned contour maps in
change, i.e. content structure vs. tension sfwre. In Somoclu, nine clustering methods are
available. Because sadfganizing maps (SOM), including ESOM, reproduce the local but not the
global topology of data, the clusters should be locally meaningful and consistent on a neighborhood
level only.

Step 3 Evolving cluster interpretation by semantic consistency check can be measured relative to an
anchor (nonrshifting) term used as the origin of thed2coordinate system, or by distance changes
from a cluster centroid, etc. In parallel, to support saatomatic evaluation, variable cluster content

can be expressed for comparison by histograms, pie diagrams, etc.

Tate Subject Index

Tate holds the national collection of British art fronb@0 to the present day and internatial
modern and contemporary art. The collection embraces all media, from painting, drawing, sculpture
and prints to photography, video and film, installation and performance. THecgfitury holdings

are dominated bythe Turner Bequest with cca W0 woks of art on paper, including watercolors,
drawings and 300 oil paintings. The catalog metadata for th@0@artworks that Tate owns or
jointly owns with the National Galleries of Scotland are available in JSON format as opén@ata

of the above, 53 dpy NB O2NR& NB GAYSaidl YLISR® ¢KS | NIGSTFI Of

subject index which has three levels, from general to specific index terms.

Analysis Framework Description

To study the robust core of a dynamically changing indexing vaagbhule filtered the dataset for a
start. As statistics for the Tate holdings show two acquisition peaks in-184% (33625 artworks)

and 19662009 (12756 artworks), we focused on these two periods broken down into 10ykags
epochs each, with altogieer 46381 artworks. In the 19century period, subject index level 1 had 22
unique general index terms (21 of them persistent over ten epochs), level 2 had 203 unique
intermediate index terms (142 of them persistent), and level 3 ha@4unique spedit index terms

(225 of them persistent). In the 20century period, level 1 had 24 unique terms (22 of them
persistent), level 2 used 211 unique terms (177 of them persistent), and level 3,526 Unhique
terms (288 of them persistent over ten epochBjg.4-3 explains the analysis frameworkable4-4
displays a sample entry from the subjeatiéx’®.

Following text preprocessing, which included the application of tokenization and-stopd removal
on all three levels of concepts in the subject index, adjacency matrices and subsequently graphs were

22 https://github.com/tategallery/collection
3 http://www.tate.org.uk/art/artworks/turner-selfportrait-n00458
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created using the coccurrence of the terms ithe artworks as undirected, weighted edges. These
matrices were then used to extract an importance measure for each term by employing the
PageRank algorithm, and to create ESOM maps using the Somoclu implementation.

For each of the 80 epochs (2 periodstx 8 @St & E mn SLROKavz (KS 9{haQa
by employing PCA with randomized SVD, which was then used for mapping tkdrhégisional ce

occurrence data to an ESOM with a toroid topology. The results were represented on the two
dimensonal projection of the toroid using different granularities according to the indexing level
(20x12 = level 1, 40x24 = level 2, 50x30 = level 3, 60x40 = all levels together). Introducing the least
displaced term per indexing level over a period as an anelgainst which all term drifts on that

level could be measured, we tracked the tension vs. content structure of evolving term semantics

and evaluated the resulting term clusters for their semantic consistency.

The input matrices were processed by Somodwaescribed above and the codebook of each ESOM
was clustered using the affinity propagation algorithm [Frey & Dueck, 2007]. The results were tested
for robustness by hierarchical cluster analysis (HCA), using Euclidean distance as similarity measure
and farthest neighbor (complete) linkage to maximize distance between clusters, keeping them
thereby both distinct and coherent. The ES®&ked cluster maps expressed the evolving semantics

of the collection as a series ofttmensional landscapes over 10 epedimes two periods.

To avoid random placement, the
codebook is initialized from the first
subspace spanned by the first two
eigenvectors of the correlation matrix

Label Co-occurrence Randomised PCA

separation v (adjacency) - (somoclu) -

matrix formation e
(Levels 1-3) initialization
for each level

v v

Time (Syr)
quantized
Tate data
(json)

ESOM training
(somoclu)

Acquire BMU
vectors

Graph creation Compute gravity
and Label | (interaction A Create label
Centrality (PR) potential) and distance matrix
computation kinetic energy
Sum of potential Sum of gravity
-(PR_userN * G*(PR_userN *
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Fig.4-3. Steps of the Tate processing workflow.

Table4-4. Sample index terms describing a Turner-pelftrait.

level 1 (general) level 2(intermediate) level 3 (specific)
Objects Clothing and personal effects | Cravat

People Adults Man

Named individuals Turner, Joseph Mallord William| -

Portraits Selfportraits -

Work and occupations | Arts and entertainment Artist, painter
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Term drift detection, measurement and interpretation were based on these maps. To enable drift
measurement, we generated a parallel set of maps with the term of greatest importance over all
periods as its anchor point. Importance was defined by the Reciprocal Raitn Faoefficient
[Cormack et al., 2009] which combined the PageRank values of each term over all periods. This
relative location was used for the computation of respective téemm distance matrices over every
epoch of each period. Term dislocations oepochs were logged, recording both the splits of term
clusters mapped onto a single grid node in a previous epoch, or the merger of two formally
independent nodes labelled with different terms into a single one. These splits and merges were
used to definghe drift rate and subsequently the stability of the lexical field.

Finally, as per the second point of the working hypothesis, the gravity and potential surfaces for

every epoch were computed. When computing gravity and potential, the property of mass was
SELINB&a&aSR GAl SIHOK GSN¥yQa tl3aSwlkyl &a402NB yR (K!:
Euclidean distance between the corresponding BMU vectors.

Results

Index term drift detection, measurement and evaluation were based on the analysis of ES@V ma
leading to drift logs on all indexing levels. Parallel to that, covering every time step of collection
development, we also extracted normalized histograms to describe the evolving topical composition
of the collection, and respective pie charts to delse the thematic composition of the clusters.
Further, to check cluster robustness, hierarchical cluster analysis (HCA) dendrograms were computed
for term-term matrices, also compared with those from tedncument matrices. On one hand,
these gave us aafailed overview of semantic drift in the analyzed periods. On the other hand, the
observed dynamics could be modeled on the gravitational force and its generating potential.

A more detailed report would go beyond the opportunities of this report. Howeseme key
indications were the following.

Semantic Drifts

Content mapping means that term membership for every cluster in every time step is recorded and
term positions and dislocations over time with regard to an anchor position are computed, thereby
recarding the evolving distance structure of indexing terminology. This amounts to drift detection
and its exact measurement. Adding a drift log results in extracted lists of index terms on all indexing
hierarchy levels plus their percentage contrasted witk tbtals. Drifts can be partitioned into splits

and merges. In case of a split, two concept labels that used to be mapped on the same grid node in
one epoch become separated and tag two nodes in the next phase, while for a merge, the opposite
holds. From B IR perspective splits decrease recall and merges decrease precision, limiting the
quality of access; from a LTDP perspective they indicatiskatndexing terminology.

Splits and merges were listed by Somoclu for every epoch over both periods. Facénataample
semantic drift log file recorded that due to new entries in the catalog in 1/, by 1800 on
subject index level 2, the term art was separated from works, as much as scientific was from
measuring, whereas monuments, places and workspaage werged, i.e. mapped onto the same
coordinates. Therefore, based on the same subject index terms, anyone using this tool in 1800 would
have been unable to retrieve the same objects as in 1796.

In a vector field, all the terms and their respective senmatdgs are in constant flux due to external
social pressures, such as e.g. new topics over items in the collection due to the composition of
donations, fashion, etc. Without data about these pressures quasi embedding and shaping the Tate
collection, the orrelations between social factors and semantic composition of the collection could
not be explicitly computed and named. Still, some trends could be visually recognized over both
series of maps, going back to their relatively constant semantic structbexestemporary content
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dislocations did not seriously disturb the relationships between terms, i.e. neighboring labels tended

G2 aGdA01 6A0GK 2yS | y20KSNE &dzOK +a aiz2eyasz OAGA:
lexical fields as locallgpresented by Somoclu remained relatively stable.

The stability of these fields was measured in terms of drift rates which were computed by detecting

the splits and merges that happened to the BMUs (Eig.4-4). Specifically, we were not looking at

the distance they travelled, rather at the fact that they formed or joined or moved away from a

cluster (BMU) in between epochs.

Overall, in this partiglar collection, splits between level 1 concepts took place occasionally, whereas
both splits and merges occurred on indexing level8 @n a regular basis. The drift rate was
increasingly high: for level 2 index terms, it was2P9% in the 1794.845 peria vs. 1527.5 % in
19602009, whereas for level 3 terms it was-29% (17961845) vs. 5461 % (196€009). These
percentages suggest that the more specific the subject index becomes, the more volatile its
terminology, especially with regard to modern art.

Content vs. Tension Structure and Content Dynamics

To describe the composition of the social tensions shaping this collection, one can compare e.g. the
level 2 indexing vocabularies for both periods. In general, this is where one witnesses the workings of
language change, part producing new concepts, part letting certain index terms decay. E.g. focus is
shifting from a concept to its variant (e.g. nation to nationality), a renaissance of interest in the
transcendent beyond traditional notions of religiondathe supernatural (occultism, magic, tales),
fascination for the new instead of the old, or a loss of interest in royalty and rank. Toys and concepts
like tradition, the world, culture, education, films, games, electricity and appliances make a debut in
art. A representation of such tendencies in content change with manifest tensions is visualzgd in

4-4. Here, tendency means a projected possiliet not necessarily continuous, trendshould the
composition of the collection continue to evolve over the next epoch like it used to develop over the
past one, the indicated splits and merges would be more probable to form new content
agglomerations tan random ones.

1796-1800 1801-1805

.

—i
\countries .
landscape h.

-

‘water

Fig.4-4. Excerpt from the tension vs. content structure changes in the level 2 (intermediate) index term
landscape in 1798805. Blue basins host content, brown ridges indicate tensifiereasowns, cities,
villagesremain merged over both epochislandandnatural become merged within the same basin.

As we were left with the impression that in a statistically constructed vector field of term semantics
drifts are the norm and not thexception, to account for such dynamics we computed a series of
epochspecific gravitational fields and their generating potential for a first overview. With BMU
@SOG2N) RAalGlIyOSa o0SisSSy GSN¥Y LIANB YR GKSANI
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surfaces expressed the interplay between semantic similarity and term importance in a social
perspective Fig.4-5). Ths potential can be seen as therceptual consequence of the semantic
differential [Osgood et al., 1957], a forerunner to modern latent semantic methods. The semantic
potential, in turn, suggests that physics as a metaphor is useful because it yields new, helpful
concepts to model the dvamics of meaning, itself important for knowledge organization and
knowledge management.

Fig.4-5. (a) Changes in the top [level 1] conceptual layer of the ratexing vocabulary in 1798345, sampled
every 5 years, modeled on a gravitational field. Gravitational force is the negative gradient of the
corresponding potential. (b) Respective changes in the underlying potential field. Extreme values indicate
semantcally related term pairs with respectively high social status expressed by PageRank.

Moreover, based on the epoespecific drift data, we were able to compute the kinetic energy (KE)
vs. interaction potential (IP) of index terms. The procedure is lasyve:

1. In order to prove the existence of an external potential and to calculate its change over time, we
had to disprove the conservation of the sum between the interaction potential/gravity

(00 & & ji ) and that of the kinetic energyy (O -& U ) in the system. Since we know

that total energy is conserved, KE+IP must be constant between time periods. If it is not, then
there must be an external potential (EP), which affects the defined closed system and which we
168t Fa ASYNFGAO aREN] YIFGGS
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